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ABSTRACT
 An Improved Genetic Algorithm for the
 Optimization of Composite Structures
 by
 Vladimir B. Gantovnik
 There are many diverse applications that are mathematically modelled in terms
 of mixed discrete-continuous variables. The optimization of these models is typically
 difficult due to their combinatorial nature and potential existence of multiple local
 minima in the search space. Genetic algorithms (GAs) are powerful tools for solving
 such problems. GAs do not require gradient or Hessian information. However, to
 reach an optimal solution with a high degree of confidence, they typically require
 a large number of analyses during the optimization search. Performance of these
 methods is even more of an issue for problems that include continuous variables.
 The work here enhances the efficiency and accuracy of the GA with memory
 using multivariate approximations of the objective and constraint functions individ-
 ually instead of direct approximations of the overall fitness function. The primary
 motivation for the proposed improvements is the nature of the fitness function in
 constrained engineering design optimization problems. Since GAs are algorithms
 for unconstrained optimization, constraints are typically incorporated into the prob-
 lem formulation by augmenting the objective function of the original problem with
 penalty terms associated with individual constraint violations. The resulting fitness
 function is usually highly nonlinear and nondifferentiable, which makes the mul-
 tivariate approximation highly inaccurate unless a large number of exact function
 evaluations are performed. Since the individual response functions in many engi-
 neering problems are mostly smooth functions of the continuous variables (although
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they can be highly nonlinear), high quality approximations to individual functions
 can be constructed without requiring a large number of function evaluations. The
 proposed modification improves the efficiency of the memory constructed in terms of
 the continuous variables. The dissertation presents the algorithmic implementation
 of the proposed memory scheme and demonstrates the efficiency of the proposed
 multivariate approximation procedure for the weight optimization of a segmented
 open cross section composite beam subjected to axial tension load. Results are gen-
 erated to demonstrate the advantages of the proposed improvements to a standard
 genetic algorithm.
 iii
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Chapter 1
 Introduction
 1.1 Optimization of Composite Structures by Ge-
 netic Algorithms
 During the last two decades there has been a growing interest in using genetic al-
 gorithm (GA) techniques for the optimum design of structures made of laminated
 composites. Most effort in this field has been devoted to optimizing the stacking
 sequence of laminates. Most practical laminate design requires integer or combina-
 torial optimization because the ply orientations are usually restricted to a certain
 set of discrete angles, for example, 0, ±45, and 90. This leads to a nonlinear
 mixed integer programming problem.
 Contributions to the optimization of composite structures by GA methods have
 been made by a large number of researchers. One of the earliest attempts at opti-
 mizing a honeycomb structure using a GA was carried out by Minga (1987). The
 1
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application of GAs for optimization of composite structures was reported by Hajela
 (1989, 1990). Callahan and Weeks (1992) used a GA to maximize strength and
 stiffness of a laminate under in-plane and flexural loads. Labossiere and Turkkan
 (1992) used a GA and neural networks for optimization of composite materials.
 Haftka, Watson, Gurdal and their coworkers (Nagendra et al., 1992; Le Riche and
 Haftka, 1993; Nagendra et al., 1993a,b; Gurdal et al., 1994; Le Riche, 1994; Sore-
 mekun, 1997) have developed specialized GAs for stacking sequence optimization of
 composite laminates under buckling and strength constraints. Sargent et al. (1995)
 compared GAs to other random search techniques for strength design of laminated
 plates.
 The applications of GA methods in the field of composite structure optimization
 include
 • the weight minimization of stiffened panels and shells (Harrison et al., 1995;
 Nagendra et al., 1996; Kallassy and Marcelin, 1997; Jaunky et al., 1998;
 Kaletta and Wolf, 2000; Gantovnik et al., 2003b; Kang and Kim, 2005);
 • the strength optimization of plates with open holes (Todoroki et al., 1995;
 Sivakumar et al., 1998);
 • the improvement of the energy absorption capability of composite structures
 (Woodson et al., 1995; Averill et al., 1995; Crossley and Laananen, 1996);
 • the optimization of sandwich-type composite structures (Malott et al., 1996;
 Kodiyalam et al., 1996; Wolf, 2001; Gantovnik et al., 2002b; He and Aref,
 2003; Lin and Lee, 2004);
 • the optimization of dimensional and thermal buckling stability under hy-
 grothermal loads (Le Riche and Gaudin, 1998; Spallino and Thierauf, 2000);
 • the strain energy minimization of laminated composite plates and shells (Pot-
 gieter and Stander, 1998);
 2
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• maximizing the fundamental frequency of the laminated composite structure
 (Sivakumar et al., 1998);
 • the stacking sequence blending of multiple composite laminates (Soremekun
 et al., 2001, 2002; Adams et al., 2003; Seresta et al., 2004; Adams et al., 2004);
 • the optimization of electromagnetic absorption in laminated composite struc-
 tures (Matous and Dvorak, 2003);
 • the optimization of composite structures considering mechanical performance
 and manufacturing cost (Park et al., 2004);
 • the optimization of composite tire reinforcement (Abe et al., 2004);
 • the optimization of composites against impact induced failure (Rahul et al.,
 2005).
 A GA is a powerful technique for search and optimization problems with dis-
 crete variables, and is therefore particularly useful for optimization of composite
 laminates. However, to reach an optimal solution with a high degree of confidence
 typically requires a large number of function evaluations during the optimization
 search. Performance of GAs is even more of an issue for problems with mixed inte-
 ger design variables. Several studies have concentrated on improving the reliability
 and efficiency of GAs. The proposed project is the extension of the study by Kogiso
 et al. (1994b,a), where, in order to reduce the computational cost, the authors used
 memory and local improvements so that information from previously analyzed de-
 sign points is utilized during a search. In the first approach a memory binary tree
 was employed for a composite panel design problem to store pertinent information
 about laminate designs that have already been analyzed (Kogiso et al., 1994b). After
 the creation of a new population of designs, the tree structure is searched for either
 a design with identical stacking sequence or similar performance, such as a laminate
 with identical in-plane strains. Depending on the kind of information that can be
 retrieved from the tree, the analysis for a given laminate may be significantly re-
 duced or may not be required at all. The second method is called local improvement
 3
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(Kogiso et al., 1994a). This technique was applied to the problem of maximizing the
 buckling load of a rectangular laminated composite plate. The information about
 previously analyzed designs is used to construct an approximation to buckling load
 in the neighborhood of each member of the population of designs. After that, the
 approximations are used to search for improved designs in small discrete spaces
 around nominal designs. These two methods demonstrated substantial improve-
 ments in computational efficiency for purely discrete optimization problems. The
 implementation, however, was not suitable for handling continuous design variables.
 New approaches have been proposed to overcome this shortcoming. In particu-
 lar, a new version of GA has been developed (Gantovnik et al., 2002c), consisting
 of memory as a function of both discrete and continuous design variables using
 spline (Gantovnik et al., 2002b) and multivariate (Gantovnik et al., 2002a, 2005)
 approximations of the fitness function in terms of continuous design variables.
 this dissertation work proposes to enhance the efficiency and accuracy of the
 GA with memory using multivariate approximations of the objective and constraint
 functions individually instead of direct approximations of the fitness function. The
 primary motivation for the proposed improvements is the nature of the fitness func-
 tion in constrained engineering design optimization problems. Since GAs are algo-
 rithms for unconstrained optimization, constraints are typically incorporated into
 the problem formulation by augmenting the objective function of the original prob-
 lem with penalty terms associated with constraint violations. The resulting fitness
 function is usually highly nonlinear, which makes the multivariate approximation
 highly inaccurate unless a large number of exact function evaluations are performed.
 Since the individual response functions in many engineering problems are smooth
 mildly nonlinear functions of the continuous variables (although they can be highly
 nonlinear), high quality approximations to individual functions can be constructed
 without requiring a large number of function evaluations. The proposed modifica-
 tion is, therefore, expected to improve the efficiency of the memory constructed in
 terms of the continuous variables.
 The dissertation presents the algorithmic implementation of the memory scheme
 4
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and demonstrates the efficiency of the combination of the memory and the multivari-
 ate approximation procedure for optimization problems with mixed integer design
 variables. The proposed method is applied to the optimization of a thin-walled seg-
 mented composite beam. The results of the standard GA and of the improved GA
 will be compared to demonstrate the relative efficiency and accuracy of the proposed
 algorithm.
 The dissertation is divided into five chapters. The contents of each chapter are
 now briefly described.
 • Chapter 1 gives an overview of previous work using of the evolutionary meth-
 ods for optimization of composite structures.
 • Chapter 2 gives a brief overview of optimization methods including the conven-
 tional methods and evolutionary methods. It also presents the basic concepts
 of optimization theory and mathematical programming. Some background is
 given for GAs. The proposed algorithm is described in detail.
 • Chapter 3 describes general theory and analysis of segmented thin-walled com-
 posite beams.
 • Chapter 4 presents the optimization problem formulation, describes the selec-
 tion of the objective function, the constraint functions, and the design vari-
 ables.
 • Chapter 5 contains the results and conclusions.
 5
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Chapter 2
 Optimization Methods and Algorithms
 2.1 Optimization Algorithms
 The choice of an optimization strategy is crucial for the successful solution of the
 problem. There are many important parameters such as the type of design vari-
 ables (continuous, discrete or mixed), the type of objective function (smooth or
 nonsmooth, differentiable, convex, concave, etc.), constrained or unconconstrained
 problem, shape of feasible design space, the number of design variables, the number
 of constraints, cost of each simulation, linear or nonlinear functions, availability of
 first- and second-order derivatives, local and global optima, etc.
 Optimization algorithms can be divided into two classes.
 1. Deterministic methods: these methods use function and/or gradient informa-
 tion to construct mathematical approximation of the functions, and then they
 find an optimum point employing hill-climbing methods. These methods work
 normally with continuous design variables and need a small number of function
 6
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evaluations, but they may not find a global optimum point.
 2. Nondeterministic methods: the most common methods in this class are ran-
 dom search, genetic algorithms (GAs), evolutionary programming (EP), evo-
 lution strategies (ES), simulated annealing (SA), and particle swarm optimiza-
 tion (PSO). These methods work entirely using only function values. These
 methods can work with discrete variables and (with infinite time) find a global
 optimum in the presence of several local optima. However, the number of func-
 tion evaluations can be high even when a global optimum not found.
 2.1.1 Mathematical Methods
 The objective of optimization is to find the best or optimum point out of the number
 of possible combinations of parameters defining the problem mathematically. The
 optimum is either the maximum or minimum of an objective function f(s). The
 independent variables s are called design variables. In the case of mixed integer
 programming problems, the objective function depends on integer variables y ∈ Zℓ,
 where ℓ is the number of integer design variables, and continuous variables x ∈ Rm,
 where m is the number of continuous design variables, i.e., s = (y, x).
 For simplicity, consider the optimization problem with only continuous design
 variables, i.e., s = x. In this case, the design variables lie in the design space
 Rm. The design variables have to satisfy a set of constraints that normally involve
 nonlinear functions of the design variables. The constraints divide the design space
 into feasible F and infeasible U regions. The constraints are equality constraints
 hk(x) = 0, inequality constraints gj(x) ≤ 0, and upper and lower bounds for the
 vector of design variables x. The bounds are inequality constraints of the form
 ai ≤ xi ≤ bi for each design variable xi.
 Definition 2.1.1 (Optimization Problem). Let f : Rm → R, g : R
 m → Rq, h :
 7
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Rm → R
 p. The standard form of a typical optimization problem is
 Minimize f(x)
 subject to
 gj(x) ≤ 0, j ∈ 1, . . . , q,
 hk(x) = 0, k ∈ 1, . . . , p,
 and
 (xi)min ≤ xi ≤ (xi)max, i ∈ 1, . . . ,m,
 (2.1.1)
 where f(x) is the objective function, x = (x1, x2, . . . , xm) ∈ Rm is the vector of
 design variables, gj(x) ≤ 0 are inequality constraints, hk(x) = 0 are equality con-
 straints, (xi)min and (xi)max are lower and upper bounds on the ith design variable,
 q is the number of inequality constraints, p is the number of equality constraints,
 and m is the number of design variables.
 An equality constraint can be replaced by two inequality constraints, and (2.1.1)
 can be represented as
 Minimize f(x)
 subject to
 gj(x) ≤ 0, j ∈ 1, . . . , q + 2p,
 and
 (xi)min ≤ xi ≤ (xi)max, i ∈ 1, . . . ,m.
 (2.1.2)
 Finally, we consider the optimization problem without equality constraints in the
 8
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form
 Minimize f(x)
 subject to
 gj(x) ≤ 0, j ∈ 1, . . . , q,
 and
 (xi)min ≤ xi ≤ (xi)max, i ∈ 1, . . . ,m.
 (2.1.3)
 The feasible region F is described more closely in the following definition.
 Definition 2.1.2 (Constraints). F := x ∈ Rm | gj(x) ≤ 0 ∀j ∈ 1, . . . , q is
 called the feasible region of the problem (2.1.3). The functions gj : Rm → R define
 the constraints, and at a point x ∈ Rm a constraint gj is called
 satisfied ⇔ gj(x) ≤ 0,
 active ⇔ gj(x) = 0,
 inactive ⇔ gj(x) < 0, and
 violated ⇔ gj(x) > 0.
 (2.1.4)
 The optimization problem is called unconstrained iff F = Rm; otherwise, con-
 strained.
 In the treatment of optimization problems it is important to make a distinction
 between global and local minima. We invoke the following definitions.
 Definition 2.1.3 (Global minimum). Given a function f : F ⊆ Rm → R, F 6= ∅,
 for x⋆ ∈ F the value f ⋆ := f(x⋆) > −∞ is called a global minimum iff
 ∀ x ∈ F , f(x⋆) ≤ f(x). (2.1.5)
 9
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Then x⋆ is a global minimum point, f is called the objective function, and the set
 F is called the feasible region. The problem of determining a global minimum point
 is called the global optimization problem.
 Definition 2.1.4 (Local minimum). For x ∈ F the value f := f(x) is called a local
 minimum and x a local minimum point iff
 ∃ ε ∈ R, ε > 0 : ∀ x ∈ F , ||x− x|| < ε ⇒ f ≤ f(x). (2.1.6)
 These definitions do not restrict generality of the optimization problem, since the
 identity
 max f(x) | x ∈ F = −min −f(x) | x ∈ F (2.1.7)
 holds.
 The necessary but not sufficient conditions for an optimum are the Karush-Kuhn-
 Tucker (KKT) conditions. A local optimum point of (2.1.3) must satisfy the KKT
 conditions
 Definition 2.1.5 (KKT conditions).
 ∂f(x)
 ∂xi
 +
 q∑
 j=1
 λj∂gj(x)
 ∂xi
 = 0 at x = x⋆, for i = 1, . . . ,m;
 λjgj(x) = 0, gj(x) ≤ 0, for j = 1, . . . , q;
 λj ≥ 0 for j = 1, . . . , q,
 (2.1.8)
 where q is the number of constraints.
 The geometric interpretation of these conditions means that the negative gradient
 vector of the objective function is inside a cone built by the positive gradient vectors
 of the active constraints.
 10
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For most practical problems, it is assumed that all functions, objective func-
 tion and constraint functions, are nonlinear. For many engineering problems the
 nonlinearities are small enough that is reasonable to approximate them with lin-
 ear functions. However, when the nonlinearities are not small, we often must deal
 directly with nonlinear programming models.
 The types of programming problems can be classified as follows:
 • linear programming problems (LP): in these problems the variables are con-
 tinuous and both the objective function and constraints are linear;
 • nonlinear programming problems (NLP): in these problems the variables are
 continuous and the objective function or the constraints can be either linear
 or nonlinear;
 • mixed-integer programming problems (MIP): in these problems the objective
 function and constraints are functions of integer and continuous variables;
 • integer programming problems (IP): in these problems there no continuous
 variables involved;
 • binary programming problems (BP): in these problems the variables have ei-
 ther a value of 0 or 1.
 There is no single algorithm that is always used to solve NLP. A number al-
 gorithms have been developed, each with its own advantages and disadvantages.
 There are three basic categories of algorithms: 1) gradient algorithms, where gradi-
 ent search procedure is modified in a way to keep the search path from penetrating
 any constraint boundaries; 2) sequential unconstrained algorithms, where the con-
 straints are incorporated into a penalty or barrier function. The role of such penalty
 function is to impose a penalty for violating constraints or even to consider only
 feasible solutions; 3) sequential approximation algorithms include linear approxima-
 tion and quadratic approximation methods. These algorithms replace a nonlinear
 objective function and nonlinear constraints by a sequence of linear or quadratic
 approximations.
 11
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Algorithms for nonconvex NLP and for NLP with nondifferentiable functions are
 an area of current research. However, these problems are very difficult. Also most
 mathematical programming algorithms assume that the design variables are con-
 tinuous. However, in many practical problems in engineering, the design variables
 are discrete or mixed. These appear to be promising areas for the application of
 evolutionary optimization algorithms.
 2.1.2 Evolutionary Optimization Algorithms
 Evolutionary computation includes several major branches, i.e., evolutionary strate-
 gies, evolutionary programming, genetic algorithms (GAs), and genetic program-
 ming. At the algorithmic level, they differ mainly in their representations of poten-
 tial solutions and their operators used to modify the solutions.
 Evolution strategies were first proposed by Rechenberg (Rechenberg, 1964) and
 Schwefel (Schwefel, 1968) as a numerical optimization technique. The original evo-
 lution strategy did not use populations. A population was introduced into evolution
 strategies later (Schwefel, 1981, 1995).
 Evolutionary programming was first proposed by Fogel et al. in the mid 1960’s
 as one way to solve artificial intelligence problems (Fogel et al., 1966a,b). Since the
 late 1980’s evolutionary programming has also been applied to various combinatorial
 and numerical optimization problems.
 The current framework of GAs was first proposed by Holland (Holland, 1975)
 and his student Jong (Jong, 1975) in 1975, and was finally popularized by another
 of his students, Goldberg (Goldberg, 1989). It is worth noting that some of the
 ideas of genetic algorithms appeared as early as 1957 in the context of simulating
 genetic systems (Fraser, 1957). Genetic algorithms were first proposed as adaptive
 search algorithms, although they have mostly been used as a global optimization
 algorithm for combinatorial and numerical problems.
 A special branch of genetic algorithms is genetic programming. Genetic pro-
 gramming can be regarded as an application of genetic algorithms to evolve tree-
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structured chromosomes. The term genetic programming was first used by Koza
 (Koza, 1989, 1990).
 All evolutionary algorithms have two prominent features which distinguish them-
 selves from other search algorithms. First, they are all population based. Second,
 there is information exchange among individuals in a population. Such information
 exchange is the result of selection and recombination in evolutionary algorithms. A
 general framework for evolutionary algorithms can be summarized by Figure 2.1,
 where the search operators are also called genetic operators for genetic algorithms.
 Obviously Figure 2.1 specifies a whole class of algorithms, not any particular one.
 Different representations of individuals and different schemes for implementing fit-
 ness evaluation, selection, and search operators define different algorithms.
 1. Set i = 0;
 2. Generate the initial generation P (i) at random;
 3. REPEAT
 (a) Evaluate the fitness of each individual in P (i);
 (b) Select parents from P (i) based on their fitness;
 (c) Apply search operators to the parents and produce gen-eration P (i+ 1);
 4. UNTIL the halting criterion is satisfied.
 Figure 2.1: A general framework of evolutionary algorithms.
 2.2 Genetic Algorithm
 Genetic algorithms (Holland, 1975; Goldberg, 1989; Michalewicz, 1996) emphasize
 genetic encoding of potential solutions into chromosomes and apply genetic oper-
 ators to these chromosomes. A canonical genetic algorithm (also called simple or
 standard GA) (Goldberg, 1989) is the one which uses binary representation, one-
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1. Generate the initial population P (0) at random and set i = 0;
 2. REPEAT
 (a) Evaluate the fitness of each individual in P (i);
 (b) Select parents from P (i) based on their fitness as follows:Given the fitness of µ individuals as f1, f2, . . . , fµ. Thenselect individual i with probability
 pi =fi
 ∑µj=1 fj
 .
 This is called roulette wheel selection or fitness propor-tional selection.
 (c) Apply crossover to selected parents;
 (d) Apply mutation to crossed-over new individuals;
 (e) Replace parents by the offspring to produce generationP (i+ 1);
 3. UNTIL the halting criterion is satisfied.
 Figure 2.2: A framework of canonical genetic algorithm
 point crossover and bit-flipping mutation. A canonical genetic algorithm can be
 implemented as shown in Figure 2.2.
 The GA-based methods can deal with discrete and/or continuous design variables,
 and are computationally simple. They are not limited by restrictive assumption
 about the search space. The following GA operators can be adopted: reproduction,
 crossover, and mutation. GAs work with a coding of the design variable set, they
 search from a population of designs rather than working with a single design. GAs
 use function values, and do not need derivatives.
 In a GA the chromosomes contain all of the necessary information about the
 individuals they represent, which, in the present context, is a structural design.
 The GA randomly creates an initial population of individuals and then breeds new
 generations using some selection mechanism.
 14

Page 26
						

2.2.1 Representation
 Encoding is the first operation in a GA. Each variable is represented using a bit-
 string. Each bit-string is then merged to form a chromosome that represents a
 design. From a mathematical point of view, we take this problem and encode the
 design variables as strings or vectors where each component is a symbol from an
 alphabet A. The elements of the string corresponds to genes, and the values those
 genes can take to alleles.
 Consider binary representation of continuous design variables. In this case, it is
 necessary to divide the search interval into a number of intervals determined by a tol-
 erance defined by the designer. Assume that chromosomes have fixed length ℓ. The
 vector x ∈∏mi=1[(xi)min, (xi)max] transforms into the chromosome y = (y1, . . . , ym) ∈
 Bℓ, where the chromosome is divided into m segments of equal length ℓ0, such that
 ℓ = m× ℓ0, and each segment yi = (yi1, . . . , yil0) ∈ Bℓ0 , i = 1, . . . ,m encodes the cor-
 responding design variable xi. The decoding of a chromosome is two-step process
 including decoding the genes into the corresponding integer value between 0 and
 2ℓ0 − 1 and then mapping that integer to the real interval [(xi)min, (xi)max]. The
 decoding function Γ for the ith segment has the following form
 Γi(yi1, . . . , yiℓ0) = (xi)min +(xi)max − (xi)min
 2ℓ0 − 1
 (ℓ0∑
 k=1
 yi(ℓ0+1−k)2k−1
 )
 . (2.2.1)
 In such representation only grid points are searched instead of the continuous space,
 and the solution of NLP is expected to be the grid point with the smallest value
 of objective function instead of the true global minimum point. The resolution ∆i
 between two adjacent grid points with respect to dimension i is determined by the
 number l0 of genes for encoding design variable xi and the design variable range
 [(xi)min, (xi)max] by
 ∆i =(xi)max − (xi)min
 2ℓ0 − 1. (2.2.2)
 Therefore, grid density and accuracy of the results can be increased by increasing
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ℓ0.
 2.2.2 Selection Schemes
 A selection scheme determines the probability of an individual being selected for pro-
 ducing offspring by crossover and mutation. In order to search for increasingly better
 individuals, fitter individuals should have higher probabilities of being selected while
 unfit individuals should be selected only with small probabilities. Different selection
 schemes have different methods of calculating selection probability. There are three
 major types of selection schemes, roulette wheel selection (also known as the fitness
 proportional selection), rank-based selection, and tournament selection.
 Roulette Wheel Selection
 Let f1, f2, . . . , fµ be fitness values of individuals 1, 2, . . . , µ. Then the selection
 probability for individual i is
 pi =fi
 ∑µj=1 fj
 .
 Roulette wheel selection calculates the selection probability directly from individ-
 ual’s fitness values. This method may cause problems in some cases. For example,
 if an initial population contains one or two very fit but not the best individuals
 and the rest of the population are not good, then these fit individuals will quickly
 dominate the whole population (due to their very large selection probabilities) and
 prevent the population from exploring other potentially better individuals. On the
 other hand, if individuals in a population have very similar fitness values, it will
 be very difficult for the population to move towards a better one since selection
 probabilities for fit and unfit individuals are very similar.
 Rank-Based Selection
 Rank-based selection does not calculate selection probabilities from fitness values
 directly. It sorts all individuals according to their fitness values first and then
 16
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computes selection probabilities according to their ranks rather than their fitness
 values. Hence rank-based selection can maintain a constant selection pressure in
 the evolutionary search and avoid some of the problems encountered by roulette
 wheel selection. There are many different rank-based selection schemes. Several are
 introduced below.
 • Assume the best individual in a population ranks first. The probability of
 selecting individual i can be calculated as follows (Baker, 1985):
 pi =1
 µ
 (
 ηmax − (ηmax − ηmin)i− 1
 µ− 1
 )
 , (2.2.3)
 where µ is the population size, ηmax + ηmin = 2, ηmax is the probability of the
 best individual, ηmin is the probability for the worst individual. Intermediate
 individuals’ ranks are decreased from ηmax to ηmin proportionally to their rank.
 Setting ηmin = 0, the maximum selective pressure is obtained.
 • A rank-based selection scheme with a stronger selection pressure is the follow-
 ing nonlinear ranking scheme (Yao, 1993) :
 pi =µ+ 1 − i∑µ
 j=1 j. (2.2.4)
 • The exponential function has the following form (Michalewicz, 1996)
 pi =η(1 − η)i−1
 c, (2.2.5)
 where c is the normalization factor chosen so that the sum of the probabilities
 is unity. In this case a larger value of η implies stronger selection pressure.
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Tournament Selection
 Both roulette wheel selection and rank-based selection are based on the global in-
 formation in the whole population. Tournament selection only needs part of the
 whole population to calculate an individual’s selection probability. The idea of this
 selection consists in finding a better solution in the tournament. The population is
 divided into subgroups and the best individual from each group is chosen for the
 next generation. Subgroups may contain 2 or more individuals.
 Elitist Selection
 Elitist selection is also known as elitism and elitist strategy. It always copies the
 best individual to the next generation without any modification. More than one
 individual may be copied, i.e., the best, second best, etc., may be copied to the
 next generation without any modification. Elitism is usually used in addition to an
 accepted selection scheme.
 2.2.3 Crossover Operators
 The crossover operator is emphasized as the most important search operator of a
 GA. Crossover in a GA with crossover probability pc selects two parent individuals
 and recombines them to form two new individuals, i.e., two new designs.
 Crossover for integer strings
 Common crossover operators for integer strings include k-point crossover, c′pc,k,
 (k ≥ 1) and uniform crossover, c′pc.
 • k-point crossover. This crossover can be applied to strings of any alphabet.
 Given two parents of length ℓ, k random numbers, r1, r2, . . . , rk, between 1
 and ℓ − 1 will be generated uniformly without repetition. Then an offspring
 is produced by taking segments (separated by r1, r2, . . . , rk) of parent strings
 18
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alternately, i.e., the first segment from the first parent, the second from the
 second parent, the third from the first parent, and so on.
 • uniform crossover. This crossover is also applicable to strings of any alphabet.
 An offspring is generated by taking each bit or character from the correspond-
 ing bit or character in one of the two parents. The parent that the bit or
 character is to be taken from is chosen uniformly at random.
 Crossover for Real-valued Vectors
 The blending method (McMahon et al., 1998) is used to combine parameter values
 from the two parents into new parameter values in the offspring in the case of
 real valued design variables. A single offspring parameter value, c, comes from a
 combination of the two corresponding parent parameter values, p1 and p2, as follows
 c1 = µ+ σr,
 c2 = max (c1, xmin),
 c = min (c2, xmax),
 (2.2.6)
 where
 µ =p1 + p2
 2, σ =
 |p2 − p1|2
 , (2.2.7)
 r is a normally distributed random number with mean zero and unit standard de-
 viation.
 2.2.4 Mutation Operators
 Mutation operators, m′pm, used for vectors of real values are usually based on
 certain probability distributions, such as uniform, Gaussian (normal), and Cauchy
 distributions. Mutation for integer strings is usually a bit-flipping operation. Mu-
 tation is needed because it allows new genetic patterns to be formed improving the
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search method. The mutation probability pm ∈ [0, 1] per bit is usually very small.
 The common setting is pm = 0.001.
 Mutation for Integer Strings
 • Bit-Flipping. Bit-flipping mutation simply flips a bit from 0 to 1 or from 1 to 0
 with a certain probability. This probability is called the mutation probability
 or mutation rate. Bit-flipping mutation can be generalized to mutate strings of
 any alphabet. The generalized mutation works as follows: for each character
 in a string, replace it with another randomly chosen character (not the same
 as the one to be replaced) in the alphabet with certain mutation probability.
 • Random Bit. This mutation does not flip a bit. It replaces a bit by 0 or 1
 with equal probability, i.e., 0.5, respectively. The generalized version of this
 mutation works as follows: for each character in a string, replace it with a
 randomly chosen character (could be the same as the one to be replaced) in
 the alphabet with a certain mutation probability.
 2.2.5 Constraint Handling
 GAs are suited for unconstrained optimization problems. The main problem in ap-
 plying evolutionary algorithms to solving a constrained problem is how to deal with
 constraints because evolutionary operators used for manipulating chromosomes may
 yield infeasible solutions. Extensive overviews of the different constraint handling
 techniques available are given by Michalewicz (1996) and Coello (2002).
 A penalty function strategy is based on the strategies developed for conventional
 optimization methods in which solutions that are out of the feasible domain are
 penalized using a penalty coefficient. In other words a constrained optimization
 problem is transformed to an unconstrained optimization problem.
 In this study the method implemented is based on the approach used by Powell
 and Skolnick (1993) and recently modified by Deb (2000). This method is called the
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method of superiority of feasible points. The fitness function φ(s) has the following
 form
 φ(s) =
 f(s), if s is feasible,
 fmax +∑q
 j=1 cj(s), otherwise,
 (2.2.8)
 where fmax is the function value of the worst known feasible solution, the function
 cj measures the violation of the j-th constraint as follows
 cj(s) = max 0, gj(s), 1 ≤ j ≤ q. (2.2.9)
 There is no need for penalty coefficients here because the feasible solutions are
 always evaluated to be better than infeasible solutions, and infeasible solutions are
 compared purely on the basis of their constraint violations. The constraints gj
 should be normalized.
 It is possible to obtain several solutions that will have the same value of the ob-
 jective function and will satisfy all the constraints. In this situation, the weighted
 average ranking method is used to obtain the best solution from a set of candidate
 solutions (Collette and Siarry, 2003). This method is frequently used in multiobjec-
 tive optimization, and it is based on the algorithm shown in Figure 2.3. The design
 with smallest rank can be selected as the best optimal solution.
 2.2.6 Convergence Criteria
 Three convergence criteria are used in this work. If just one of them is reached, then
 the optimization process terminates. These criteria are
 1. when the percentage difference between the average value of all the designs
 and the best design in a population reaches a very small specified value c1,
 |fa − f ⋆||fa|
 × 100 ≤ c1, (2.2.10)
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1. s is a solution to compare;
 2. A is a set of solutions, which have best objective function andsatisfy all constraints gj (A does not contain s);
 3. j = 1;
 4. REPEAT
 (a) Compare s with A with respect to the gj;
 (b) Nj=number of solutions from A better than s with re-spect to the gj;
 (c) j=j+1;
 5. UNTIL j > q
 6. The rank assigned to s is N =∑q
 j=1Nj;
 Figure 2.3: Weighted average ranking
 where f ⋆ is the fittest design in a population, fa is the average objective value
 in a generation defined by
 fa =1
 µ
 µ∑
 j=1
 fj, (2.2.11)
 and µ is the population size,
 2. if the fittest design has not changed for 50 successive generations, or the dif-
 ference of the fittest design of the current generation, f ⋆c , and that of 50
 generations before, f ⋆b , is less than a small amount c2, i.e.,
 |f ⋆c − f ⋆
 b ||f ⋆
 c |× 100 ≤ c2, (2.2.12)
 3. if the total number of generations is reached.
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2.3 Improving Genetic Algorithms’ Performance
 The standard GA, being faced with the usual conflict between reliability and com-
 putation time, often results in an unsatisfactory compromise, characterized by a
 slow convergence, when an exact solution is required. The key to improving the
 performance of the GA is to reduce the time needed to calculate the fitness. By
 examining the mechanisms of the GA, it is seen that the diversity of the popula-
 tion decreases as the algorithm runs. The fitness values for the same chromosomes
 are recalculated repeatedly. If previously calculated fitness values can be efficiently
 saved, computation time will diminish significantly. This suggests an opportunity
 for performance improvement. By efficiently storing fitness values, GA performance
 can be dramatically improved.
 The size of the discrete search space for the stacking sequence optimization prob-
 lem with the size of alphabet N(A) and the length of chromosomes ℓ is given by
 Table 2.1 and is equal toℓ∑
 i=1
 N i(A). (2.3.1)
 For example, if N(A) = 6 and ℓ = 3, then the discrete search space contains
 1092 possible designs. Although this is not an unmanageable size, the problem
 quickly becomes unwieldy for a slightly larger optimization problem. With current
 technology, it is not feasible to store large size arrays efficiently. This leads us to
 consider alternative methods for storing the fitness values.
 2.3.1 Binary Tree Memory
 Kogiso et al. (1994a) used information about past designs to reduce the number of
 analyses required by the GA. The information was stored in a binary tree format
 and was used to construct a set of linear approximations to the buckling load in the
 neighborhood of each member of the population of designs. The approximations
 were then used to seek nearby improved designs in a procedure called local improve-
 ment. The procedure was applied to the problem of buckling load maximization for
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Table 2.1: The discrete search space.
 ℓN(A)
 2 3 4
 1 2 3 4
 2 6 12 20
 3 14 39 84
 4 30 120 340
 5 62 363 1364
 6 126 1092 5460
 7 254 3279 21844
 8 510 9840 87380
 9 1022 29523 349524
 10 2046 88572 1398100
 20 2097150 5230176600 1466015503700
 a given laminate thickness. Substantial reductions in the number of required analy-
 ses were achieved by this use of memory of past designs. The same strategy was
 applied to the dual problem of the minimum thickness design of laminates subject
 to buckling and strength constraints (Kogiso et al., 1994b).
 Gantovnik et al. (2002b) used an augmented GA with memory that can work with
 discrete and continuous variable simultaneously. The new algorithm was applied
 to stacking sequence design of laminated sandwich composite panels that involves
 both discrete variables and one continuous design variable. Spline approximation
 was used in the local memory for the continuous part of the design space.
 Gantovnik et al. (2003a) used the same approach for a GA with memory that
 can work with discrete and several continuous design variables. The efficiency of
 the proposed multivariate approximation based procedure, as well as the use of
 memory for a GA that can handle continuous variables, were investigated for the
 weight optimization of a lattice shell with laminated composite skins subjected to
 axial compressive load. Later this algorithm was supplemented with multivariate
 approximation of the individual function’s responses in terms of continuous design
 variables (Gantovnik et al., 2003b, 2005). The selected publications about the dis-
 cussed approaches are presented in Appendix A.
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Binary Tree Memory for Discrete Design Variables
 A discussion of binary trees can be found in Vowels (1998). A binary tree is a linked
 list structure in which each node may point to up to two other nodes. In a binary
 search tree, each left pointer points to nodes containing elements that are smaller
 than the element in the current node; each right pointer points to nodes containing
 elements that are greater than the element in the current node. The binary tree is
 used to store data pertinent to the design such as the design string and its associated
 fitness and constraint function values. A sample binary tree with integer nodes is
 shown in Figure 2.4
 444111
 177110
 117114
 . . . . . .
 177444
 . . . . . .
 777441
 770000
 . . . . . .
 7777711
 . . . . . .
 Figure 2.4: Example binary tree of integers
 A binary tree has several properties of great practical value, one of which is that
 the data can be retrieved, modified, and inserted relatively quickly. If the tree
 is perfectly balanced, the cost of inserting an element in a tree with n nodes is
 proportional to log2 n steps, and rebalancing the tree after an insertion may take as
 little as several steps, but at most takes log2 n steps. Thus, the total time is of the
 order of log2 n.
 In the standard genetic algorithm, a new population may contain designs that
 have already been encountered in the previous generations, especially towards the
 end of the optimization process. The memory procedure eliminates the possibility
 of repeating an analysis that could be expensive. Algorithm 2.5 shows the pseudo
 code of the fitness function evaluation with the aid of the binary tree. After a new
 generation of designs is created by the genetic operations, the binary tree is searched
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search for the given design in the binary tree;if found then
 get the fitness function value from the binary tree;else
 perform exact analysis;end if
 Figure 2.5: Evaluation of fitness function using binary tree.
 for each new design. If the design is found, the fitness value is retrieved from the
 binary tree without conducting an analysis. Otherwise, the fitness is obtained based
 on an exact analysis. This new design and its fitness value are then inserted in the
 tree as a new node.
 Binary Tree Memory for Discrete and Continuous Design Variables
 The procedure described above works well for purely discrete optimization problems
 where designs are completely described by discrete strings (Kogiso et al., 1994a).
 In the case of mixed integer optimization problems where designs include discrete
 and continuous variables, the solution becomes more complicated. If the continuous
 variables are also discretized into a fine discrete set, the possibility of creating a child
 design that has the same discrete and continuous parts as one of the earlier designs
 diminishes substantially. In the worst case, if the continuous design variables are
 represented as real numbers, which is the approach used by most recent research
 work, it may not be possible to create a child design that has the exact same real
 part as one of the parents, rendering the binary tree memory useless, and result in
 many exact analyses even if the real part of the new child is different from one of
 the earlier designs by a minute amount.
 The main idea of the memory approach is to construct a response surface ap-
 proximation for every constraint function as a function of the continuous variables
 using historical data values, and estimate from the stored data whenever appropri-
 ate. The memory in this case consists of two parts: a binary tree, which consists of
 the nodes that have different discrete parts of the design, and a storage part at each
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if y is not found in the tree then
 evaluate g0(s), . . . , gq(s);evaluate φ(s); n := 1; x(1) := x;for j = 0 to q do
 cj := 1; j := 0.0; Ij1 := 1; dj1 := 0.0;
 Tj :=((
 Iji, gj(y, x(Iji)), dji
 )cj
 i=1, cj, j
 )
 ;
 end for
 D :=(x(i)n
 i=1, T0, T1, . . . , Tq
 ); add a node corresponding to (y,D);
 return φ(s);end if
 Figure 2.6: Evaluation of fitness function using binary tree and m-dimensional ap-proximations to the constraint functions, case where y is not found in the tree
 node that keeps the continuous values and the corresponding constraint functions’
 values. That is, each node contains several real arrays that store the continuous
 variables’ values and their corresponding constraint functions’ values.
 In order for the memory to be functional, it is necessary to have accumulated a
 sufficient number of designs with different continuous values for a particular discrete
 design point so that the approximations can be constructed.
 Naturally, some of the discrete nodes will not have more than a few designs with
 different continuous values. However, it is possible that as the GA search progresses
 good discrete parts will start appearing repeatedly with different continuous values.
 In this case, one will be able to construct good quality response surface approxima-
 tions to the data.
 In addition to building the multivariate approximations, it is important to assess
 accuracy of the multivariate approximation at new continuous points, so that a
 decision may be made either to accept the approximation or perform exact function
 evaluation.
 Based on the multivariate approximation, the proposed algorithm described by
 the following pseudo code is then used to decide when to retrieve the constraint
 function values from the approximations, and when to do an exact analysis and add
 the new data point to the approximation database.
 For the description of the pseudo code, denote a design consisting of continuous
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if y is found in the tree then
 for j = 0 to q do
 if B(j, y, x) then
 evaluate gj(s);else
 if cj < (cj)min then
 [add new point x to database]evaluate gj(s); D1 := D1 ∪ x; n := |D1|; x(n) := x; cj := cj + 1;(Tj)1 := (Tj)1 ∪ (n, gj(s), 0.0); Ijcj
 := n;
 j :=
 ∣∣∣∣max
 1≤i≤cj
 gj(y, x
 (Iji))− min
 1≤i≤cj
 gj(y, x
 (Iji))∣∣∣∣;
 else
 construct gj(x) using the data in(x(Iji), gj
 (y, x(Iji)
 ))cj
 i=1;
 define k and d∗ by
 d∗ := djk −∥∥x− x(Ijk)
 ∥∥ = max
 1≤i≤cj
 dji −∥∥x− x(Iji)
 ∥∥
 ;
 if d∗ ≥ 0.0 and∣∣gj
 (y, x(Ijk)
 )− gj(x)
 ∣∣ < δj j then
 [accept approximation as good enough]gj(s) := gj(x);
 else
 evaluate gj(s);D1 := D1 ∪ x; n := |D1|; x(n) := x;cj := cj + 1;[update trust region radius for x]if |gj(s) − gj(x)| > ǫj then
 djcj:= 0.0;
 else
 djcj:= min
 (dj)max,∥∥x− x(Ijk)
 ∥∥
 ; djk := djcj;
 end if
 [update node database with information for x](Tj)1 := (Tj)1 ∪
 (n, gj(s), djcj
 ); Ijcj
 := n;
 j :=
 ∣∣∣∣max
 1≤i≤cj
 gj(y, x
 (Iji))− min
 1≤i≤cj
 gj(y, x
 (Iji))∣∣∣∣;
 end if
 end if
 end if
 end for
 evaluate φ(s) using g0(s), . . . , gq(s);return φ(s);
 end if
 Figure 2.7: (Continuation of Figure 2.6) Evaluation of fitness function using binarytree and m-dimensional approximations to the constraint functions, case where y isfound in the tree
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and discrete design variables by s = (y, x), where y ∈ Zℓ is a ℓ-dimensional integer
 design vector for the discrete space, and x ∈ S =∏m
 i=1[(xi)min, (xi)max] ∈ Rm is a
 real m-dimensional design vector for the continuous variables. Let g0(s) = f(s) be
 the corresponding objective function, g1(s), . . . , gq(s) the corresponding constraint
 functions, where q is the total number of inequality constraints, and φ(s)
 the corre-
 sponding fitness value of the individual defined in terms of the constraint functions
 and the objective function.
 Furthermore, define d ∈ S to be a real distance corresponding to a trust region
 radius about a specific point in the database. Let D =(x(i)n
 i=1, T0, T1, . . . , Tq
 )
 be the set of n observed exact analysis and their corresponding information within
 a given discrete node, where Tj =((
 Iji, gj(y, x(Iji)), dji
 )cj
 i=1, cj, j
 )
 is the data
 set associated with the jth constraint function, Iji is the index pointing to the
 global design data set x(i)ni=1, gj(y, x
 (Iji)) is the value of the jth constraint, dji
 is the corresponding trust region radius, cj is the counter indicating the num-
 ber of points in the design data set corresponding to the jth constraint, j =∣∣∣∣max
 1≤i≤cj
 gj(y, x
 (Iji))− min
 1≤i≤cj
 gj(y, x
 (Iji))∣∣∣∣is the difference between the current max-
 imum and minimum values of the jth constraint. gj(x) is the approximation to gj(s)
 built from the data in Tj. Finally, each node in the binary tree memory structure
 records a tuple of the form (y,D). The pseudo code for processing a candidate indi-
 vidual s = (y, x) is defined by Figures 2.6 and 2.7. B(j, y, x) is a Boolean function
 intended to provide the option of bypassing the algorithm’s normal logic, if dictated
 by a priori knowledge about the function gj or individual (y, x). The parameters
 (cj)min are defined separately for each constraint function, and their values are based
 on the function complexity and approximation method used for the constraint func-
 tion. The algorithm uses three real user-specified parameters, dmax, δ, and ǫ, all
 indexed by j. The parameter dmax > 0 is an upper bound on the trust region radius
 about each sample point x(i). The parameter δ is chosen to satisfy 0 < δ < 1, and
 in higher dimensions protects against large variations in gj in unsampled directions.
 Finally, the parameter ǫ > 0 is the selected acceptable approximation accuracy, and
 is solely based on engineering considerations.
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2.3.2 Multivariate Approximation
 The functions used to define the engineering optimization problem often are compu-
 tationally expensive. Faced with such prohibitive computational costs, the promis-
 ing approach is to make use of approximating surrogates since they are much less
 expensive to compute.
 A spline-based approximation was used for only one continuous variable (Gan-
 tovnik et al., 2002b). In the current work an evolving database of continuous variable
 points is used to construct multivariate response surface approximations at those
 discrete nodes that are processed frequently (Gantovnik et al., 2003a).
 Local methods are attractive for very large data sets because the interpolation
 or approximation at any point can be achieved by considering only a local subset
 of the data. In order for the overall method to be local, it is necessary that the
 weight functions have local support, that is, be nonzero over a bounded region, or
 at a limited number of the data points.
 The original global inverse distance weighted interpolation method is due to Shep-
 ard (1968). All methods of this type may be viewed as generalizations of Shepard’s
 method.
 The specific problem for which we provide a constructive solution can be stated
 as follows: given a set of irregularly distributed points x(i) ∈ Rm, i = 1, . . . , n,
 and scalar values g(i) associated with each point satisfying g(i) = g(x(i)) for some
 underlying function g : Rm → R, look for for an interpolating function g ≈ g such
 that g(x(i)) = g(i).
 Define an approximation to g(x) by
 g(x) =
 n∑
 k=1
 Wk(x)g(k)
 n∑
 i=1
 Wi(x)
 ,
 where the weight functions Wk(x) are defined in the original paper Shepard (1968)
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as
 Wk(x) =1
 ∥∥x− x(k)
 ∥∥
 2
 2
 .
 However, this form of the weight functions accords too much influence to data points
 that are far away from the point of approximation and may be unacceptable in some
 cases.
 Franke and Nielson (1980) developed a modification that eliminates the deficien-
 cies of the original Shepard’s method. They modified the weight function Wk(x) to
 have local support and hence to localize the overall approximation, and replaced g(k)
 with a suitable local approximation Pk(x). This method is called the local quadratic
 Shepard method and has the general form
 g(x) =
 n∑
 k=1
 Wk(x)Pk(x)
 n∑
 i=1
 Wi(x)
 , (2.3.2)
 where Pk(x) is a local approximant to the function g(x) centered at x(k), with the
 property that Pk
 (x(k))
 = g(k). The choice for the weight functions Wk(x) used
 by Renka (1988a,b,c) was suggested by Franke and Nielson (1980) and is of the
 following form
 Wk(x) =
 [(R
 (k)w − dk(x)
 )
 +
 R(k)w dk(x)
 ]2
 , (2.3.3)
 where, for real w, w+ is defined as w+ = max0, w, dk(x) =∥∥x− x(k)
 ∥∥
 2is the
 Euclidean distance between the points x and x(k), and the constant R(k)w > 0 is
 a radius of influence about the point x(k) chosen just large enough to include Nw
 points. The data at x(k) only influences g(x) values within this radius.
 The polynomial function Pk is written as a Taylor series about the point x(k)
 with constant term g(k) = Pk(x(k)) and coefficients chosen to minimize the weighted
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square errorn∑
 i=1i6=k
 ωi
 (x(k)) [Pk(x
 (i)) − g(i)]2
 with weights
 ωi(x(k)) =
 [(R
 (i)p − di(x
 (k)))
 +
 R(i)p di(x(k))
 ]2
 ,
 and R(k)p > 0 defining a radius about x(k) within which data is used for the least
 squares fit. Rw and Rp are taken by Franke and Nielson (1980) as
 Rw =D
 2
 √
 Nw
 n, Rp =
 D
 2
 √
 Np
 n,
 where D = maxi,j
 ∥∥x(i) − x(j)
 ∥∥
 2is the maximum distance between any two data
 points, and Nw and Np are arbitrary constants. The constant values for Rw and Rp
 are appropriate assuming uniform data density. If the data density is not uniform,
 then the radii Rw and Rp should depend on k.
 The basis function Pk(x) was the constant g(k) in the original Shepard algorithm
 (Shepard, 1968), and later variants used a quadratic polynomial (Franke and Niel-
 son, 1980; Renka, 1988a,b,c; Berry and Minser, 1999), a cubic polynomial (Renka,
 1999a), and a cosine trigonometric polynomial (Renka, 1999b). The primary disad-
 vantages for large data sets is that a considerable amount of preprocessing is needed
 to determine closest points and calculate the local approximation. The second or-
 der polynomial models have (m + 2)(m + 1)/2 coefficients for m design variables,
 therefore the number of coefficients for Pk(x) is at least (m + 2)(m + 1)/2, which
 becomes prohibitive for a typical engineering problem, where m ≫ 5 and function
 values are expensive. Also the use of multivariate polynomials for the evaluation
 of the nodal functions leads to the loss of the main advantage of Shepard’s original
 method, namely its independence in the evaluation phase from the space dimension.
 In fact, by increasing the space dimension m, the evaluation of the nodal functions
 Pk(x) can become computationally expensive.
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Of course, the use of polynomials of degree < 2 for Pk(x) is inadequate to describe
 the local behavior of highly nonlinear objective functions, e.g., the penalty function
 based fitness functions in GAs. However, since the individual response functions
 (constraints, components of objective function) in many engineering problems are
 slowly varying smooth functions of continuous variables, high quality approxima-
 tions to these component functions can be constructed without requiring a large
 number of function evaluations by using linear local approximations. Examples of
 such response functions are shown in Figure 5.2.
 In the context of a genetic algorithm with a memory binary tree for the discrete
 and continuous variables, each tree node would have to accumulate Np = Ω(m2)
 function values g(k) before an approximation g(x) could be constructed at that node
 using quadratic Pk(x). These complexity considerations motivate the choice of Pk(x)
 as linear, which only requires Np > m function values to construct the local least
 squares fit Pk(x). The radii Rw and Rp vary with k and are taken to be
 R(k)w = 2 min
 1≤i≤ni6=k
 ∥∥x(k) − x(i)
 ∥∥
 2,
 R(k)p = minr | B(x(k), r) contains at least 3m/2 of the points x(i),
 (2.3.4)
 where B(x, r) is the closed ball of radius r with center x.
 The linear Shepard method would choose Pk(x) as
 Pk(x) = g(k) +m∑
 j=1
 a(k)j
 (
 xj − x(k)j
 )
 . (2.3.5)
 Let S =i1, i2, . . . , isk
 =i | i 6= k and ωi
 (x(k))6= 0
 , the set of indices
 corresponding to points and weights ωi
 (x(k))6= 0 that determine the local least
 squares approximation Pk(x). Define the sk ×m matrix A and sk-vector b by
 Aj· =√
 ωij (x(k))(x(ij) − x(k)
 )T, bj =
 √
 ωij (x(k))(g(ij) − g(k)
 ).
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The coefficients a(k) of Pk(x) are then the minimum norm solution of the linear least
 squares problem
 mina∈Rm
 ‖Aa− b‖2 ,
 found by using a complete orthogonal factorization of A via the LAPACK subroutine
 DGELSX (Anderson et al., 1999).
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Chapter 3
 Thin-Walled Composite Beams
 3.1 Laminated Composites
 The mechanics of laminated composite materials is generally studied at two lev-
 els: micromechanics and macromechanics. Micromechanics defines the relationship
 between the properties of the constituents and those of the lamina. For most en-
 gineering design applications an analysis addressed to the micromechanical level is
 unrealistic. At the macromechanical level the properties of the individual layers are
 assumed to be known a priori. Macromechanics investigates the interaction of the
 individual layers of a laminate with one another and their effects on the overall re-
 sponse quantities. The use of macromechanical formulations in designing composite
 laminates for desired material characteristics is well established. Macromechanics
 is based on continuum mechanics, which models each lamina as homogeneous and
 orthotropic and ignores the fiber/matrix interface.
 Lamination theory is the mathematical modeling technique used to predict the
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macromechanical behavior of a laminate based on an arbitrary assembly of homo-
 geneous orthotropic laminae. Two-dimensional modeling is most common; three-
 dimensional theory is very complex and should be limited to selected problems.
 A real structure generally will consist of several laminae. The mechanical char-
 acteristics of a unidirectional laminate are very limited in the transverse direction.
 One can overcome this restriction by making laminates with layers stacked at dif-
 ferent fiber angles corresponding to complex loading and stiffness requirements. To
 minimize the increasing costs and weights for an such approach one has to optimize
 the laminae angles.
 The behavior of a multidirectional laminate is a function of the laminae proper-
 ties, i.e., their elastic moduli, thickness, angle orientations, and the stacking sequence
 of the individual layers.
 The mechanical modeling requires the following assumptions:
 1. There is a monolithic bonding of all laminae, i.e there is no slip between
 laminae at their interface.
 2. Each layer is quasi-homogeneous and orthotropic, but the angle orientations
 may be different.
 3. The strains and displacements are continuous throughout the laminate. The
 in-plane displacements and strains vary linearly through the laminate thick-
 ness.
 There are also some rules that guarantee an optimal global laminate behavior:
 1. Symmetric laminate staking yields an uncoupled modeling and analysis of in-
 plane and bending stress-strain relations and avoids distortion in the process-
 ing.
 2. Laminates should be made up of at least three unidirectional laminae with
 different fiber angle orientation.
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3. Although it is possible to determine an optimum orientation sequence of lami-
 nates for any given condition, it is more practical from a fabrication standpoint
 to limit the number of fiber orientations to a few specific laminae types, e.g.
 fiber orientations of 0,±45 and 90.
 Figure 3.1: Unidirectional lamina with local material principal axis (1,2) and theglobal reference system (ξ,η)
 Each layer of a laminate is defined by its location in the laminate, its material
 and fiber orientation. Consider ξ–η–ζ orthogonal coordinate system, where the η
 coordinate is perpendicular to the plane of laminate. The global and local material
 reference systems are given in Figure 3.1. We consider the ply material axes to be
 rotated away from the global axes by an angle θk, positive in the counterclockwise
 direction. Examine a laminate made of n plies as shown in Figure 3.2. Each ply has
 a thickness of
 hk = ζk − ζk−1, k = 1, . . . , n, (3.1.1)
 where ζk and ζk−1 are the coordinates of the top and the bottom surface of the
 laminate. The total laminate thickness is
 h =n∑
 k=1
 hk. (3.1.2)
 37

Page 49
						

The distance from the mid-plane is defined as
 ζk = −h2
 +k∑
 j=1
 hj. (3.1.3)
 The coordinates of the top and the bottom surface of the laminate are ζn = h/2
 and ζ0 = −h/2, respectively. The orientations of continuous unidirectional plies are
 specified by the angle θ with respect to the ξ axis. The possible fiber orientations
 are limited to 0,±45 and 90. The laminate code has the following form
 [θ1/θ2/ . . . /θn], (3.1.4)
 where a slash sign separates each ply.
 Figure 3.2: Laminate made of n single layers, coordinate locations
 3.2 Thin-Walled Beam Structures
 Theory of isotropic thin-walled beam open section beams was developed five decades
 ago by Vlasov (1958, 1961). This theory was extended for orthotropic beams by
 Bank and Bednarczyk (1988); Barbero et al. (1993). Several authors extended the
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classical theories for non-orthotropic beams. Bauld and Tzeng (1984) derived a
 Vlasov type theory for thin walled open section beams with symmetrical layup
 only. While the transverse shear deformation was neglected in this derivation, the
 restrained warping was included. Kobelev and Larichev (1988) extended the Bauld
 and Tzeng (1984) work by taking the transverse shear deformation into account.
 Mansfield and Sobey (1979) neglected both the transverse shear deformation and
 the effect of restrained warping. They obtained the following constitutive equations
 Nx
 My
 Mz
 Tx
 =
 P11 P12 P13 P14
 P21 P22 P23 P24
 P31 P32 P33 P34
 P41 P42 P43 P44
 ǫx
 κy
 κz
 ϑx
 , (3.2.1)
 where Nx is the normal force, My and Mz are the bending moments about the y
 and z axes, Tx is the Saint Venant torque, ǫx is the axial strain of the x axis, κy
 and κz are the curvatures of the x axis about the y and z axes, ϑx is the rate of
 the twist, and P is the stiffness matrix. Kollar and Pluzsik (2002) derived a general
 theory for non-orthotropic composite beams. They present explicit expression for
 the stiffness matrix of thin-walled open and closed section composite beams. There is
 no restriction on the layup of the wall segments and the local bending stiffnesses are
 taken into account. They neglected the effects of restrained warping and transverse
 shear deformations. The effect of this approximation was investigated in Pluzsik
 and Kollar (2002).
 Obviously, it is necessary to give special attention to thin-walled composite struc-
 tures. Because of their advantages laminated composite beam structures will play
 an increasing role in the design of future constructions in the aeronautical and
 aerospace, automotive and naval industries. In addition to the known advantages
 of high strength and high stiffness to weight ratio, the other elastic and structural
 characteristics, depending on the laminate stacking sequence, can be successfully
 investigated in order to enhance the response characteristics of the thin-walled com-
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posite beam structures.
 3.3 Problem Formulation
 Many structural problems lead to the modeling and analysis of complex structures
 containing thin-walled elements. Such structures have a significant larger dimen-
 sion in one direction in comparison with the dimensions in transverse directions,
 and a significant smaller thickness of the walls in comparison with the transverse
 dimensions.
 Consider thin-walled open section prismatic beam shown in Figure 3.3. The walls
 of the beam may consists of several plies made of composite materials. The beam’s
 wall consists of flat segments denoted by the subscript i, where i = 1, 2, . . . , ι, and
 ι is the total number of wall segments. The cross-section may be symmetrical or
 unsymmetrical, and the layup of the beam is arbitrary.
 Figure 3.3: Open section segmented thin-walled beam
 The beam is subjected to an axial force Nx, bending moments My and Mz, and
 torque Tx acting at the centroid C as shown in Figure 3.4. The centroid C is defined
 such that the force Nx applied at the centroid does not result in the curvatures of
 the axis of the beam.
 We use the following coordinate systems. For the beam we use the x–y–z coor-
 dinate system with the origin at the centroid C and the x–y–z coordinate system
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Figure 3.4: Forces in open section thin-walled beam
 with the origin at an arbitrary chosen point O as shown in Figure 3.5. In addition,
 for the ith segment we employ the ξi–ηi–ζi coordinate system with the origin at
 the center of the reference plane of the ith segment. The axis ξi is parallel to the
 x coordinate, the axis ηi is along the circumference of the wall, and the axis ζi is
 perpendicular to the circumference of the wall.
 The displacements of the longitudinal axis passing through the centroid are u,
 v, w, and ψ as shown in Figure 3.6, where u is the axial displacement, v and w
 are the transverse displacements in the y and z directions, respectively, and ψ is
 the rotation of the cross-section. In the x–y–z coordinate system the relationships
 between these displacements, the axial strain ǫx, the curvatures κy and κz of the x
 axis, and the rate of twist ϑx are
 ǫx =∂u
 ∂x, κz = −∂
 2v
 ∂x2, κy = −∂
 2w
 ∂x2, ϑx =
 ∂ψ
 ∂x. (3.3.1)
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Figure 3.5: Coordinate systems employed in the analysis
 In the x–y–z coordinate system these relationships become
 ǫx =∂u
 ∂x, κz = −∂
 2v
 ∂x2, κy = −∂
 2w
 ∂x2, ϑx =
 ∂ψ
 ∂x, (3.3.2)
 where ǫx, κy, κz, and ϑx are the axial strain, the curvatures, and the rate of twist
 of the longitudinal axis passing through the origin of the x–y–z coordinate system;
 u, v, w, and ψ are the displacements of the x axis.
 3.4 Analysis
 The analysis of thin-walled open section beams includes four stages:
 1. The strains in each wall segment are expressed in terms of the axial strain,
 curvatures and twist of the beams axis.
 2. The forces in each wall segment are determined from the strains in the wall
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(a) (b)
 (c) (d)
 Figure 3.6: Displacements of a beam
 segment.
 3. The resultant axial force, moments, and torque acting at the axis of the beam
 are determined from the wall segment forces.
 4. The stiffness matrix is established by relating the resultant axial force, mo-
 ments, and torque to the axial strain, curvatures and twist of the axis of the
 beam.
 43

Page 55
						

3.4.1 Strains in the Wall Segments
 According to Bernoulli-Navier hypothesis, at a point on the reference plane of each
 wall segment the axial strain is calculated by the plane strain condition
 ǫξi = ǫx + zκy + yκz, (3.4.1)
 where y and z are the coordinates of an arbitrary point on the ith segment’s reference
 surface, and ǫξi is the axial strain at this point.
 The cross-sections of beams with arbitrary layup do not remain plane and Bernoulli-
 Navier hypothesis (3.4.1) is inapplicable. However, in a long beam, the strains may
 be considered to be constant in the axial direction, and the plane-strain condition,
 where stresses and strains vary only in planes perpendicular to the x axis, may be
 applied in the analysis.
 The strains of the axis of the ith wall segment can be expressed as
 ǫcξ
 κcη
 κcζ
 ϑcξ
 i
 =
 1 zi yi 0
 0 cos (ϕi) − sin (ϕi) 0
 0 sin (ϕi) cos (ϕi) 0
 0 0 0 1
 ︸ ︷︷ ︸
 [Ri]
 ǫx
 κy
 κz
 ϑx
 , (3.4.2)
 where yi and zi are the coordinates of the ξi–ηi–ζi coordinate system’s origin, which
 is at the midpoint of the reference plane, as shown in Figure 3.7 and ϕi is the angle
 between the ηi and y coordinate axes as shown in Figure 3.8. The superscript c
 refers to the segment’s longitudinal axis which passes through the midpoint of the
 reference plane, where ξ = 0 and ζ = 0. κcηi and κc
 ζi are the curvatures of the ith
 wall segment’s axis in the ξ–ζ and ξ–η planes, respectively (Figures 3.9). The last
 equation in Eq. (3.4.2), i.e., ϑcξi = ϑx, is written by observing that the twist of every
 point in the wall segment is equal to the twist of the beam.
 44

Page 56
						

Figure 3.7: Coordinates (yc,zc) of the centroid C
 The axial strain in the ith segment varies linearly with η, therefore we can write
 ǫξi = ǫcξi + ηκcζi. (3.4.3)
 The curvature κξi is uniform in each flat segment and is defined by
 κξi = κcηi = κy cos (ϕi) − κz sin (ϕi). (3.4.4)
 The rate of twist is defined as
 ϑcξi = −1
 2κξηi. (3.4.5)
 Therefore, we have
 κξηi = −2ϑcξi. (3.4.6)
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Figure 3.8: The cross-section of the segmented open-section beam
 Eqs. (3.4.3),(3.4.4), and (3.4.6) are written in matrix form as
 ǫξ
 κξ
 κξη
 i
 =
 1 0 η 0
 0 1 0 0
 0 0 0 −2
 ︸ ︷︷ ︸
 [Rη ]
 ǫcξ
 κcη
 κcζ
 ϑcξ
 i
 . (3.4.7)
 3.4.2 Forces and Moments in the Wall Segments
 The strain-force relationships in ith segment is given by
 ǫξ
 ǫη
 γξη
 κξ
 κη
 κξη
 i
 =
 α11 α12 α16 β11 β12 β16
 α21 α22 α26 β21 β22 β26
 α61 α62 α66 β61 β62 β66
 β11 β21 β16 δ11 δ12 δ16
 β12 β22 β26 δ21 δ22 δ16
 β61 β62 β66 δ61 δ62 δ66
 i
 Nξ
 Nη
 Nξη
 Mξ
 Mη
 Mξη
 i
 , (3.4.8)
 46

Page 58
						

(a) (b)
 Figure 3.9: The curvatures of the ith wall segment’s axis
 where [α], [β], and [δ] matrices are defined as
 [α] [β]
 [β]T [δ]
 i
 =
 [A] [B]
 [B] [D]
 −1
 i
 . (3.4.9)
 Nη, Nξη, and Mη are zero along the free longitudinal edges and, consequently, are
 approximately zero everywhere, therefore
 Nη = 0, Nξη = 0, Mη = 0. (3.4.10)
 With these approximations the strain-force relationships for the ith wall segment
 become
 ǫξ
 κξ
 κξη
 i
 =
 α11 β11 β16
 β11 δ11 δ16
 β16 δ16 δ66
 i︸ ︷︷ ︸
 [µi]
 Nξ
 Mξ
 Mξη
 i
 , (3.4.11)
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Figure 3.10: The force resultants in the ith wall segment
 The stress resultants in the ith segment’s coordinate system, shown in Figure
 3.10, are
 N cξi =
 ∫ bi
 0
 Nξi dη = biNξi at η = 0, (3.4.12)
 M cηi =
 ∫ bi
 0
 Mξi dη = biMξi at η = 0, (3.4.13)
 M cζi =
 ∫ bi
 0
 Nξiη dη, (3.4.14)
 where bi is the width of the wall segment, as shown in Figure 3.11.
 The torque is
 T cξi = −2
 ∫ bi
 0
 Mξηi dη = −2biMξηi at η = 0. (3.4.15)
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Figure 3.11: The cross-section of the segmented open-section beam
 Equations (3.4.12), (3.4.13), (3.4.15), (3.4.11), and (3.4.7) result in
 ǫcξ
 κcη
 ϑcξ
 i
 =1
 bi
 α11 β11 −12β16
 β11 δ11 −12δ16
 −12β16 −1
 2δ16
 14δ66
 i
 N cξ
 M cη
 T cξ
 i
 , (3.4.16)
 To evaluate the integral in Eq. (3.4.14) we assume that the flat segment remains
 flat, i.e., κξi = 0 and κξηi = 0, and consider only the curvature κcζi of the segment.
 With this approximation the inverse of Eq. (3.4.11) yields
 Nξ
 Mξ
 Mξη
 i
 =
 a11 a12 a13
 a12 a22 a23
 a13 a23 a33
 i
 ǫξ
 0
 0
 i
 , (3.4.17)
 The matrix [a]i is defined as
 [a]i = [α]−1i . (3.4.18)
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With this definition Nξi is
 Nξi = a11iǫξi. (3.4.19)
 Substituting this expression and Eq. (3.4.3) into Eq. (3.4.14) and integrating, we
 obtain
 M cζi =
 a11ib3i
 12κc
 ζi (3.4.20)
 Eqs. (3.4.16) and (3.4.20) give the following strain-force relationship in the ξi–ηi–ζi
 coordinate system
 ǫcξ
 κcη
 κcζ
 ϑcξ
 i
 =1
 bi
 α11 β11 0 −12β16
 β11 δ11 0 −12δ16
 0 0 12a11ib2i
 0
 −12β16 −1
 2δ16 0 1
 4β66
 i︸ ︷︷ ︸
 [Ωi]
 N cξ
 M cη
 M cζ
 T cξ
 i
 , (3.4.21)
 3.4.3 Forces in the Beam
 In the bar coordinate system the forces in the beam are the sum of the forces in the
 wall segments
 Nx
 My
 Mz
 Tx
 =ι∑
 i=1
 1 0 0 0
 zi cos (ϕi) sin (ϕi) 0
 yi − sin (ϕi) cos (ϕi) 0
 0 0 0 1
 i︸ ︷︷ ︸
 [Ri]T
 N cξ
 M cη
 M cζ
 T cξ
 i
 , (3.4.22)
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3.4.4 Stiffness Matrix
 Eqs. (3.4.22),(3.4.21), and (3.4.2) yield
 Nx
 My
 Mz
 Tx
 =ι∑
 i=1
 [Ri]T
 N cξ
 M cη
 M cζ
 T cξ
 i
 =ι∑
 i=1
 [Ri]T [Ωi]
 −1
 ǫcξ
 κcη
 κcζ
 ϑcξ
 i
 , (3.4.23)
 and then
 Nx
 My
 Mz
 Tx
 =ι∑
 i=1
 ([Ri]
 T [Ωi]−1[Ri]
 )
 ︸ ︷︷ ︸
 [P ]
 ǫx
 κy
 κz
 ϑx
 , (3.4.24)
 where [P ] is the stiffness matrix in the bar coordinate system.
 The displacements must be determined by solving the governing equations (3.3.1)
 and the constitutive equations (3.2.1) for the beam under consideration. These
 equations are given in the x–y–z coordinate system. Therefore, the stiffness matrices
 must also be expressed in this coordinate system. From uniform strains the end
 displacements and the rotation of the cross-section at the end are
 u = ǫxL,
 v = −κyL2
 2,
 w = −κzL2
 2,
 ψ = ϑxL,
 (3.4.25)
 where L is the length of the beam.
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3.4.5 Centroid
 The centroid C is located such that the beam’s axis remains straight when a pure
 axial force Nx is applied at the centroid. While this axis remains straight, the beam
 may twist about the axis of twist, which does not necessarily coincide with the axis
 passing through the centroid. The coordinates of the centroid in the bar coordinate
 system are denoted by yc and zc as shown in Figure 3.7.
 The force and moment resultants at the origin of the bar coordinate system Nx,
 My, Mz are related to the force applied at the centroid by the following expressions
 Nx = Nx, My = zcNx, Mz = ycNx. (3.4.26)
 The strain-force relationships are
 ǫx
 κy
 κz
 ϑx
 =
 W11 W12 W13 W14
 W12 W22 W23 W24
 W13 W23 W33 W34
 W14 W24 W34 W44
 Nx
 My
 Mz
 Tx
 , (3.4.27)
 where [W ] is the compliance matrix in the bar coordinate system defined as
 [W ] = [P ]−1. (3.4.28)
 Eqs. (3.4.27) and (3.4.26) yield the curvatures
 κy
 κz
 =
 W12 W22 W23
 W13 W23 W33
 1
 zc
 yc
 , (3.4.29)
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Since N is applied at the centroid, the curvatures of the beam are zero, i.e.,
 κy = 0, κz = 0, (3.4.30)
 Eqs. (3.4.29) and (3.4.30) yield the location of the centroid with respect to the origin
 of the bar coordinate system
 zc
 yc
 = −
 W22 W23
 W23 W33
 −1
 W12
 W13
 . (3.4.31)
 3.4.6 Stiffness and Compliance Matrices in the Centroid
 Coordinate System
 The forcers and moments Nx, My, and Mz in the bar coordinate system are related
 to the axial force Nx in the x–y–z coordinate system by Eq. (3.4.26). The torques
 in the two coordinate systems are identical, i.e.,
 Tx = Tx. (3.4.32)
 Eqs. (3.4.26) and (3.4.32) in matrix form are
 Nx
 My
 Mx
 Tx
 = [Rc]
 Nx
 My
 Mz
 Tx
 , (3.4.33)
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where [Rc] is defined as
 [Rc] =
 1 0 0 0
 zc 1 0 0
 yc 0 1 0
 0 0 0 1
 . (3.4.34)
 The axial strain of the axis passing through the centroid is related to the strain and
 curvatures of the axis passing through the origin of the bar coordinate system by
 the following equation
 ǫx = ǫx + κyzc + κzyc. (3.4.35)
 The curvatures and twists per unit length of the x and x axes are identical. There-
 fore, we can write
 ǫx
 κy
 κz
 ϑx
 = [Rc]T
 ǫx
 κy
 κz
 ϑx
 . (3.4.36)
 Substituting Eqs. (3.4.33) and (3.4.36) into Eq. (3.4.27), we obtain the strain-force
 relationship with respect to the x–y–z coordinate system
 ǫx
 κy
 κz
 ϑx
 = [Rc]T [W ][Rc]
 ︸ ︷︷ ︸
 [W ]
 Nx
 My
 Mz
 Tx
 , (3.4.37)
 where [W ] is the compliance matrix in the x–y–z coordinate system.
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3.4.7 Stresses and Strains in Open-Section Beam
 We consider a thin-walled open section beam subjected to axial force Nx, bending
 moments My and Mz, and torque Tx acting at the origin of the arbitrarily chosen
 x–y–z coordinate system. The axial strain ǫ0x, curvatures κy and κz, and twist of
 the longitudinal axis ϑx are defined by Eqs. (3.4.27).
 For the ith segment Eqs. (3.4.2) and (3.4.7) give
 ǫξ
 κξ
 κξη
 i
 = [Rη][Ri]
 ǫx
 κy
 κz
 ϑx
 , (3.4.38)
 where ǫξ is the axial strain, κξ and κξη are the curvatures of the axis through the
 midpoint of the wall segment’s reference plane.
 Eqs. (3.4.27), (3.4.38), and (3.4.11) give
 Nξ
 Mξ
 Mξη
 i
 = [µi]−1[Rη][Ri][W ]
 Nx
 My
 Mz
 Tx
 , (3.4.39)
 We recall that in open section beam Nηi, Nξηi, and Mηi are zero. From the three
 forces Nξi, Nηi, Nξηi and three moments Mξi, Mηi, Mξηi for unit length we can
 calculate the stresses and strains using the classical laminate plate theory.
 3.4.8 Classical Laminate Theory
 In this section we determine stiffness matrices for thin flat laminate undergoing
 small deformation. The analysis is based on the classical laminate theory and is
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formulated based on the following approximations:
 1. the strains vary linearly across the laminate,
 2. the out-of-plane shear deformations are negligible,
 3. the out-of-plane normal stress σζ and the shear stresses τξζ and τηζ are small
 compared with the in-plane stresses σξ, ση, and τξη.
 These approximation imply that the stress-strain relationships under plane-stress
 conditions may be applied.
 Often, the reference plane is taken to be the midplane of the laminate. Unless
 the laminate is symmetrical with respect to the reference plane, the reference plane
 is not a neutral plane, and the strains in the reference plane are not zero under pure
 bending. These strains in the reference plane are
 ǫξ =∂u
 ∂ξ, ǫη =
 ∂v
 ∂η, γξη =
 ∂u
 ∂η+∂v
 ∂ξ, (3.4.40)
 where u and v are the ξ and η components of the displacement and the superscript
 () refers to the reference plane.
 We adopt the Kirchhoff hypothesis, where the normals to the reference surface
 remain normal and straight. Accordingly, for small deflections the angles of rotation
 of the normal of the reference plane χξζ and χηζ are
 χξζ =∂w
 ∂ξ, χηζ =
 ∂w
 ∂η, (3.4.41)
 where w is the out-of-plane displacement of the reference plane. The total displace-
 ments in the ξ and η directions are
 u = u − ζχξζ = u − ζ∂w
 ∂ξ(3.4.42)
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and
 v = v − ζχηζ = v − ζ∂w
 ∂η, (3.4.43)
 respectively. By definition, the strains are
 ǫξ =∂u
 ∂ξ, ǫη =
 ∂v
 ∂η, γξη =
 ∂u
 ∂η+∂v
 ∂ξ. (3.4.44)
 Substituting Eqs. (3.3.1) and (3.3.1) into Eqs. (3.3.1), we obtain
 ǫξ =∂u
 ∂ξ− ζ
 ∂2w
 ∂ξ2, (3.4.45)
 ǫη =∂v
 ∂η− ζ
 ∂2w
 ∂η2, (3.4.46)
 γξη =∂u
 ∂η+∂v
 ∂ξ− ζ
 2∂2w
 ∂ξ∂η, (3.4.47)
 or, in matrix form,
 ǫξ
 ǫη
 γξη
 k
 =
 ǫξ
 ǫη
 γξη
 + ζ
 κξ
 κη
 κξη
 , (3.4.48)
 where ǫξ , ǫη, and γξη are the strains in the reference plane, κξ, κη, and κξη are the
 curvatures of the reference plane of the plate defined as
 κξ = −∂2w
 ∂ξ2, κη = −∂
 2w
 ∂η2, κξη = −2∂2w
 ∂ξ∂η. (3.4.49)
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For plane-stress condition the stress-strain relationships for each ply are
 σξ
 ση
 τξη
 k
 =
 Q11 Q12 Q16
 Q12 Q22 Q26
 Q16 Q26 Q66
 k︸ ︷︷ ︸
 [Q]k
 ǫξ
 ǫη
 γξη
 , (3.4.50)
 where [Q]k is the transformed reduced stiffness matrix of the ply in the ξ–η coordi-
 nate system. The transformed reduced stiffness matrix [Q] is related to the reduced
 stiffness matrix [Q] by the following relationships
 Q11 = c4Q11 + s4Q22 + 2c2s2(Q12 + 2Q66),
 Q12 = c2s2(Q11 +Q22 − 4Q66) + (c4 + s4)Q12,
 Q22 = s4Q11 + c4Q22 + 2c2s2(Q12 + 2Q66),
 Q16 = cs(c2Q11 − s2Q22 − (c2 − s2)(Q12 + 2Q66)),
 Q26 = cs(s2Q11 − c2Q22 + (c2 − s2)(Q12 + 2Q66)),
 Q66 = c2s2(Q11 +Q22 − 2Q12) + (c2 − s2)2Q66,
 (3.4.51)
 where c = cos (θ), s = sin (θ), and θ is the ply orientation angle.
 The in-plane forces and moments acting on a small element are
 Nξ =
 ∫ h/2
 −h/2
 σξ dζ, Nη =
 ∫ h/2
 −h/2
 ση dζ, Nξη =
 ∫ h/2
 −h/2
 τξη dζ,
 Mξ =
 ∫ h/2
 −h/2
 ζσξ dζ, Mη =
 ∫ h/2
 −h/2
 ζση dζ, Mξη =
 ∫ h/2
 −h/2
 ζτξη dζ,
 (3.4.52)
 where N and M are the in-plane forces and moments per unit length, h is the total
 laminate thickness.
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By substituting Eqs. (3.4.50) into Eq. (3.4.52), we obtain
 Nξ
 Nη
 Nξη
 =
 ∫ h/2
 −h/2
 [Q]
 ǫ1
 ǫ2
 ǫ12
 + [Q]ζ
 κξ
 κη
 κξη
 dζ
 =
 ∫ h/2
 −h/2
 [Q] dζ
 ǫξ
 ǫη
 ǫξη
 +
 ∫ h/2
 −h/2
 [Q]ζ dζ
 κξ
 κη
 κξη
 ,
 (3.4.53)
 Mξ
 Mη
 Mξη
 =
 ∫ h/2
 −h/2
 η
 [Q]
 ǫξ
 ǫη
 ǫξη
 + [Q]η
 κξ
 κη
 κξη
 dζ
 =
 ∫ h/2
 −h/2
 [Q]ζ dζ
 ǫξ
 ǫη
 ǫξη
 +
 ∫ h/2
 −h/2
 [Q]ζ2 dζ
 κξ
 κη
 κξη
 .
 (3.4.54)
 The stiffness matrices of the laminate are defined as
 [A] =
 ∫ h/2
 −h/2
 [Q] dζ, [B] =
 ∫ h/2
 −h/2
 [Q]ζ dζ, [D] =
 ∫ h/2
 −h/2
 [Q]ζ2 dζ. (3.4.55)
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Since [Q] is constant across each ply, the integrals may be replaced by summations
 as follows
 Aij =n∑
 k=1
 (Qij)k(ζk − ζk−1),
 Bij =1
 2
 n∑
 k=1
 (Qij)k(ζ2k − ζ2
 k−1),
 Dij =1
 3
 n∑
 k=1
 (Qij)k(ζ3k − ζ3
 k−1), (i, j = 1, 2, 6),
 (3.4.56)
 where n is the total number of plies in the laminate, ζk and ζk−1 are the distances
 from the reference plane to the two surfaces of the kth ply, and (Qij)k are the
 elements of the stiffness matrix of the kth ply. The expressions for the in-plane
 forces and moments become
 Nξ
 Nη
 Nξη
 Mξ
 Mη
 Mξη
 =
 A11 A12 A16 B11 B12 B16
 A12 A22 A26 B12 B22 B26
 A16 A26 A66 B16 B26 B66
 B11 B21 B16 D11 D12 D16
 B12 B22 B26 D12 D22 D16
 B16 B26 B66 D16 D26 D66
 ǫξ
 ǫη
 γξη
 κξ
 κη
 κξη
 (3.4.57)
 ǫξ
 ǫη
 γξη
 κξ
 κη
 κξη
 =
 α11 α12 α16 β11 β12 β16
 α12 α22 α26 β12 β22 β26
 α16 α26 α66 β16 β26 β66
 β11 β21 β16 δ11 δ12 δ16
 β12 β22 β26 δ12 δ22 δ16
 β16 β26 β66 δ16 δ26 δ66
 Nξ
 Nη
 Nξη
 Mξ
 Mη
 Mξη,
 (3.4.58)
 where [α], [β], and [δ] matrices are defined in Eq. (3.4.9).
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The stresses in each layer, referred to the global reference system (ξ,η) are given
 by Eq. (3.4.50). The stresses in each layer, referred to the principal directions of the
 layer (1,2) are determined from Eq. (3.4.50) as follows
 σ1
 σ2
 τ12
 k
 = [T ′]k
 σξ
 ση
 τξη
 k
 , (3.4.59)
 with
 [T ′]k =
 c2 s2 2sc
 s2 c2 −2sc
 −sc sc c2 − s2
 , (3.4.60)
 where c = cos (θk) and s = sin (θk).
 Under plane-stress condition the quadratic failure criterion has the following form
 F1σ1 + F2σ2 + F11σ21 + F22σ
 22 + F66τ
 212 + 2F12σ1σ2 < 1, (3.4.61)
 where the strength parameters are defined as
 F1 =1
 t+1− 1
 t−1, F2 =
 1
 t+2− 1
 t−2,
 F11 =1
 t+1 t−1
 , F22 =1
 t+2 t−2
 ,
 F66 =1
 t212, F12 = −1
 2
 √
 F11F22,
 (3.4.62)
 where t is the strength of the material, and the superscripts (+) and (-) refer to
 tension and compression, respectively. Assume, each stress component increases by
 the same proportion until failure occurs. This is expressed as
 σf1 = Rσ1, σf
 2 = Rσ2, τ f12 = Rτ12, (3.4.63)
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where superscript (f) refers to the stress components on the failure surface, and R
 is called the stress ratio. No failure occurs when R > 1, and failure occurs when
 R ≤ 1. At failure, where the stress components are designated by the superscript
 f , Eq. (3.4.61) is
 F1σf1 + F2σ
 f2 + F11
 (
 σf1
 )2
 + F22
 (
 σf2
 )2
 + F66
 (
 τ f12
 )2
 + 2F12σf1σ
 f2 = 1, (3.4.64)
 By substituting Eq. (3.4.63) into Eq. (3.4.64), we observe that the quadratic failure
 criterion becomes
 R (F1σ1 + F2σ2) +R2(F11σ
 21 + F22σ
 22 + F66τ
 212 + 2F12σ1σ2
 )= 1, (3.4.65)
 Whether or not failure occurs is indicated by the value of the stress ratio R given
 by the solution of Eq. (3.4.65) as follows
 R =−b+
 √b2 + 4a
 2a, (3.4.66)
 where
 a = F11σ21 + F22σ
 22 + F66τ
 212 + 2F12σ1σ2, (3.4.67)
 and
 b = F1σ1 + F2σ2. (3.4.68)
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Chapter 4
 Optimum Design of Thin-Walled Beam
 4.1 Optimization Problem Formulation
 4.1.1 Selection of Design Variables
 The choice of design variables is a key factor in obtaining the optimal structure since
 it changes the character of the problem by changing the degree of nonlinearity of
 the objective and constraint functions. In this problem we deal with discrete and
 continuous design variables simultaneously. The mixed design variable s is mixed
 vector s = (y, x).
 The discrete design variable defines the stacking sequence of the composite lam-
 inate. We assume that all wall segments in the beam have exactly same stacking
 sequence. The maximum number of plies in the laminate, and, respectively, the
 chromosome length is ℓ. The alphabet of alleles is A = A1, A2, . . . , AN(A), which
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correlates with the possible ply orientations
 0, . . . ,±(i− 1) · 90
 N(A) − 1, . . . , 90, i = 1, . . . , N(A), (4.1.1)
 where N(A) = 7 the total alphabet size. The ℓ-dimensional discrete design vector
 is y = (y1, y2, . . . , yℓ), and the corresponding ℓ-dimensional integer chromosome is
 γ = (γ1, γ2, . . . , γℓ) with γi ∈ A, 1 ≤ i ≤ ℓ. The decoding function Γ directly maps
 γ into y according to the following rule
 yi = Γ(γi) =90
 N(A) − 1(γi − 1). (4.1.2)
 However, due to manufacturing recommendations we will use only three possible ply
 orientations 0,±45, 90, and all chromosomes in the GA will contain only three
 alleles 1, 4, 7.The continuous design variables x are represented by the parameters
 ϕi ∈ [ϕ
 min, ϕmax], and bi ∈ [bmin, bmax], i = 1, . . . , ι− 1, (4.1.3)
 where bi is width of the ith wall segment, and ϕi is the angle between i − 1 and
 i adjacent wall segments as shown in Figure 3.11; [ϕmin, ϕ
 max] and [bmin, bmax] are
 the corresponding lower and upper values considered for the design variables. These
 design variables completely describe the cross-sectional geometry of the beam. In
 general formulation, the total number of the continuous design variables m is defined
 by m = 2ι − 2, where ι is the number of wall segments. Since the coordinates of
 point ι are given, ϕι and bι are not variables. The length of ιth segment is calculated
 as follows
 bι =√
 (yι − yι−1)2 + (zι − zι−1)2. (4.1.4)
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Table 4.1: The cases with different numbers of continuous design variables
 Case ιx(1) x(2)
 mϕ
 i m1 bi m2
 A 2 ϕ1 1 b1 = b 1 2
 B 3 ϕ1, ϕ
 2 2 b1 = b2 = b 1 3
 C 4 ϕ1, ϕ
 2, ϕ
 3 3 b1 = b2 = b3 = b 1 4
 D 5 ϕ1, ϕ
 2, ϕ
 3, ϕ
 4 4 b1 = b2 = b3 = b4 = b 1 5
 The vector of continuous design variables x is defined as follows
 x = (x(1), x(2)) = (x(1)1 , . . . , x(1)
 m1, x
 (2)1 , . . . , x(2)
 m2), (4.1.5)
 where x(1) and x(2) are two groups of continuous design variables corresponding to
 the parameters ϕ and b, respectively, i.e.,
 x(1) = (x(1)1 , . . . , x(1)
 m1) = (ϕ
 1, . . . , ϕm1
 ),
 x(2) = (x(2)1 , . . . , x(2)
 m2) = (b1, . . . , bm2
 ),(4.1.6)
 and m = m1 +m2. Combining vectors x(1) and x(2) in one vector, we obtain
 x = (x1, . . . , xm) ∈m∏
 i=1
 [(xi)min, (xi)max], (4.1.7)
 where x ∈ Rm.
 In order to evaluate the proposed algorithm four cases with different numbers of
 continuous design variables, shown in Table 4.1, were selected.
 65

Page 77
						

4.1.2 Standard Form of the Optimization Problem
 The considered problem can be defined according to standard definition as follows
 Maximize g0(s)
 subject to
 gj(s) ≤ 0, j ∈ 1, . . . , p,
 s = (y, x),
 y ∈ Zℓ, x ∈ R
 m,
 and
 (xi)min ≤ xi ≤ (xi)max, i ∈ 1, . . . ,m.
 (4.1.8)
 4.1.3 Selection of Objective Function
 The weight of the segmented beam is to be minimized with the design configuration
 meeting all the design requirements. The weight of the beam is defined by the
 following formula
 W (s) =ι∑
 i=1
 Wi, (4.1.9)
 where Wi = ρLhbi is the weight of the ith wall segment, ρ is the material density,
 L is the length of the beam, h is the wall thickness, and bi is the width of the ith
 beam segment. For the maximization problem the objective function is
 g0(s) =1
 W (s). (4.1.10)
 4.1.4 Selection of Constraints
 We introduce four behavior constraints (q = 4), which are imposing limiting values
 on the cross-sectional area, Tsai-Wu failure criterion, the total displacement and
 rotation of the cross-section at the end of the beam. These constraints are defined
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by the following expressions
 A(s) ≥ Amin,
 R(s) ≥ 1,
 u(s) ≤ umax,
 ψ(s) ≤ ψmax,
 (4.1.11)
 where A(s) is the area of the cross-section of the beam; R(s) is the Tsai-Wu failure
 criterion defined in Eq. (3.4.66); u(s) is the total displacement of the centroid at the
 end of beam defined as
 u(s) =√
 u2(s) + v2(s) + w2(s); (4.1.12)
 ψ(s) is the rotation of the centroid of the beam cross-section at the end of the beam.
 The displacements u, v, w, and ψ are defined by Eqs. (3.4.25).
 The cross-section of the beam is a polygon defined by points (x(1)1 , x
 (1)2 ) through
 (x(ι)1 , x
 (ι)2 ). The polygon is composed of lines between adjacent vertices, and we
 assume that (x(1)1 , x
 (1)2 ) is adjacent to (x
 (ι)1 , x
 (ι)2 ). The area of such polygon in terms
 of the coordinates of the vertices is defined as follows
 A(s) =1
 2
 ι∑
 i=1
 (
 x(i)1 x
 (i+1)2 − x
 (i+1)1 x
 (i)2
 )
 , (4.1.13)
 where(
 x(ι+1)1 , x
 (ι+1)2
 )
 is(
 x(1)1 , x
 (1)2
 )
 . The formula was described by Meister in 1769
 and by Gauss in 1795. The formula 4.1.13 result in a positive area if the vertices
 are enumerated counterclockwise, otherwise the area is negative.
 Finally, the inequality constraints (4.1.11) can be transformed to the standard
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form according to the definition (4.1.8) as follows
 g1(s) =Amin
 A(s)− 1 ≤ 0,
 g2(s) =1
 R(s)− 1 ≤ 0,
 g3(s) =u(s)
 umax
 − 1 ≤ 0,
 g4(s) =ψ(s)
 ψmax
 − 1 ≤ 0.
 (4.1.14)
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Chapter 5
 Results
 5.1 Example of Composite Beam Design
 First, we present analysis of a cantilever beam subjected to an axial load Nx = 500
 N and torque Tx = 3 N·m applied at the point O. The length of the cantilever beam
 L = 1000 mm. Setting the continuous design variables to their maximum limits, i.e.,
 ϕi = ϕ
 max, i = 1, . . . , ι−1, and b = bmax, we obtain the geometrical configurations of
 beam cross-sections presented in Figure 5.1. The selected stacking sequence, used in
 these examples, is [03/903]. The material properties of a ply made of unidirectional
 fibers are given in Table 5.1. The results for these examples are presented in Table
 5.2. All selected designs are not feasible, since they violate constraint g4. The
 response functions corresponding to the laminate stacking sequence [03/903] are
 shown in Figure 5.2.
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Table 5.1: Ply properties of graphite/epoxy (T300/5208)
 Property T300/5208
 E1, GPa 181.0
 E2, GPa 10.3
 G12, GPa 7.17
 ν12, 0.28
 t+1 , MPa 1500.0
 t−1 , MPa 1500.0
 t+2 , MPa 40.0
 t−2 , MPa 246.0
 t12, MPa 68.0
 ρ, g/cm3 1.6
 hk, mm 0.5
 Table 5.2: Results for the selected designs
 ParameterCase
 A B C D
 ι 2 3 4 5
 m 2 3 4 5
 x1 1.0 1.0 1.0 1.0
 x2 1.0 1.0 1.0 1.0
 x3 – 1.0 1.0 1.0
 x4 – – 1.0 1.0
 x5 – – – 1.0
 y 111777 111777 111777 111777
 g0 1.0417 0.6944 0.5208 0.4167
 g1 -0.2500 -0.6752 -0.8112 -0.8750
 g2 -0.9269 -0.9508 -0.9628 -0.9701
 g3 -0.9269 -0.9149 -0.9586 -0.9746
 g4 3.4395 1.9597 1.2197 0.7758
 φ -4.3995 -3.3997 -3.1397 -3.1758
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(a) (b)
 (c) (d)
 Figure 5.1: Cross-sections of segmented beams with different numbers of segments
 5.2 Optimum Design by Improved Genetic Algo-
 rithm
 Four cross-sections with different number of wall segments are considered according
 to Table 4.1. In consequence, all four cases have different number of continuous
 design variables. In the first case, the beam has two segments, and the corresponding
 optimization problem has two design variables: ϕ1 and b; in the second case, three
 design variables: ϕ1, ϕ
 2, and b; in the third case, four design variables: ϕ
 1, ϕ2, ϕ
 3,
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(a) (b)
 (c) (d)
 (e)
 Figure 5.2: Response functions
 Table 5.3: Ranges for design variables
 Parameter Range
 bi ∈ [bmin, bmax] [50.0, 100.0] × 10−3 m
 ϕi ∈ [ϕ
 min, ϕmax] [0, 2π/(ι+ 1)] rad
 n ∈ [nmin, nmax] [2,6]
 θk, k = 1, n 0,±45, 90
 and b; and in the fourth case, five design variables: ϕ1, ϕ
 2, ϕ
 3, ϕ
 4 and b. Here we
 assume that all segments in the wall has same length, i.e., b1 = b2 = . . . = bι−1 = b ∈[bmin, bmax]. The length of last ιth segment bι is calculated according to Eq. (4.1.4).
 The possible ranges for the design variables are given in Table 5.3.
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5.2.1 GA Parameters
 A Fortran 90 GA framework that was designed in an earlier research effort (McMa-
 hon et al., 1998; McMahon and Watson, 2000) was used for the composite laminate
 structure design. This framework includes a module, encapsulating GA data struc-
 tures, and a package of GA operators. The module and the package of operators
 result in what we call a standard GA. The developed algorithm is incorporated
 within the GA framework to illustrate performance of the binary tree memory and
 multivariate approximations. An integer alphabet is used to code ply genes. The
 continuous design variables represented by floating point numbers had already been
 implemented in the GA framework data structure as geometry chromosomes.
 The values of the GA parameters used in the experiments are shown in Table
 5.4. The GA stopping condition is a limit on the total number of fitness function
 evaluations conducted by the standard GA, which is (ne)max = 500000. The best
 known optimal designs for the different cases obtained by standard GA are presented
 in Table 5.5, where ne is the average number of exact analyses of individuals obtained
 from 10 runs. Figure 5.3 shows the beam cross-sections corresponding to the the
 optimum designs.
 In many cases, at the end of GA run it is possible to obtain several different
 feasible designs with the same objective function, and, therefore, with the same
 fitness function value. The weighted average ranking method is implemented for the
 purpose of making a decision about the optimal design. Table 5.6 shows the situation
 where seven feasible designs with the same discrete chromosomes y = 447440 and
 different continuous chromosomes have equal values g0 = 1.0316 of the objective
 function. The weighted average ranking method selects the design s3 as the best.
 5.2.2 Effect of GA Improvement
 The results presented in this section focus on the ability of the proposed algorithm
 to save computational time during GA optimization with the multivariate approx-
 imation used as a memory device. The best designs are identical to the results
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Table 5.4: GA parameters used in experiments.
 Parameter Value
 Selection type Elitist
 Maximum number of generations 25000
 Population size 20
 Integer chromosome length, λ 6
 Crossover type:
 Integer chromosomes One-point
 Real chromosome Uniform
 Probability of crossover:
 Integer chromosomes 1.0
 Real chromosome 1.0
 Probability of mutation:
 Integer chromosomes 0.01
 Real chromosome 0.01
 Table 5.5: Best-known optimal designs using standard GA.
 ParameterCase
 A B C D
 ι 2 3 4 5
 m 2 3 4 5
 ne 211304 157653 244643 155789
 x1 1.0 1.0 0.9834 1.0
 x2 0.5 1.0 0.9602 1.0
 x3 – 0.0 0.9638 1.0
 x4 – – 0.1646 1.0
 x5 – – – 0.0
 y 444444 441444 447440 447440
 g0 1.2616 1.2204 1.0316 0.9999
 g1 0.0000 -0.1339 -0.5644 -0.5714
 g2 -0.8513 -0.9622 -0.8341 -0.8302
 g3 -0.0712 -0.4872 -0.6442 -0.7010
 g4 -0.1457 -0.0356 0.0000 -0.0306
 φ 1.2616 1.2204 1.0316 0.9999
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Table 5.6: Selection of the best design using weighted average ranking.
 g Nj N
 s1 = (447440, 0.9972, 0.8613, 0.9033, 0.0994)
 g1 -0.5689 0
 11g2 -0.8366 5
 g3 -0.6241 6
 s2 = (447440, 0.8142, 0.8989, 0.9579, 0.0305)
 g1 -0.5432 4
 9g2 -0.8381 2
 g3 -0.5941 3
 s3 = (447440, 0.9834, 0.9602, 0.9638, 0.1646)
 g1 -0.5644 1
 6g2 -0.8341 5
 g3 -0.6443 0
 s4 = (447440, 0.6448, 1.0000, 1.0000, 0.0037)
 g1 -0.5112 6
 13g2 -0.8381 2
 g3 -0.5730 5
 s5 = (447440, 0.8916, 0.9999, 0.5876, 0.0324)
 g1 -0.5639 2
 10g2 -0.8380 2
 g3 -0.5552 6
 s6 = (447440, 0.7864, 0.9839, 0.929, 0.0549)
 g1 -0.5420 5
 11g2 -0.8370 4
 g3 -0.5966 2
 s7 = (447440, 0.9559, 0.7364, 0.8655, 0.0000)
 g1 -0.5602 3
 7g2 -0.8397 0
 g3 -0.5879 4
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(a) (b)
 (c) (d)
 Figure 5.3: Cross-sections of segmented beams corresponding to the optimum de-signs
 presented in Table 5.5 for the baseline algorithm. The performance of the GA with
 the multivariate approximation is presented in Table 5.7, which shows the average
 number of attempts to evaluate response functions ni, the average number of exact
 analyses ne, the average percent savings S in terms of response function evaluations,
 the average percent savings S in terms of response function evaluations as compared
 with the standard GA result reported in Table 5.5, and the mean absolute error E
 due to the approximations. The average percent savings S in terms of number of
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response function evaluations is defined by
 S =1
 rmax
 rmax∑
 r=1
 [
 1 − (ne)r
 (ni)r
 ]
 × 100%, (5.2.1)
 where rmax is the number of runs. The average percent savings S in terms of number
 of response function evaluations as compared with the standard GA is defined by
 S =1
 rmax
 rmax∑
 r=1
 [
 1 − (ne)r
 ne
 ]
 × 100%. (5.2.2)
 The average mean absolute error E is defined as
 E =1
 rmax
 rmax∑
 r=1
 [
 1
 na
 na∑
 i=1
 |g(si) − g(si)|]
 , (5.2.3)
 where na = ni − ne is the total number of acceptable approximate evaluations for
 the given response function. This error is computed every time that the algorithm
 decides to extract an approximation of the constraint value without an exact analy-
 sis.
 The results of the experiments in Table 5.7 show that the cost of the GA with
 continuous variables could be reduce up to 90% relative to the standard GA by using
 the approximation procedure. Moreover, for the problem considered, the computa-
 tion of the fitness function is not very expensive in terms of CPU time. However, the
 realistic problems in which evaluation of the response functions may require large
 finite element analysis models, the computation effort spent on evaluating the fit-
 ness function far exceeds that of the memory tree and approximation constructions.
 Therefore, the approach developed in this project has great potential for problems
 with expensive fitness functions.
 The mean absolute error E due to the approximation and the savings S in terms
 of the number of constraint evaluations for different values of the parameters ǫ and
 δ with dmax = 0.5 for all constraint functions for the case A are shown in Table 5.8.
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Table 5.7: Efficiency of multivariate approximations
 Case ne ni g ne S,% S,% E
 A 211304 153267
 g0 22017 76 90 3.14E–2
 g1 25119 84 88 1.26E–1
 g2 45367 70 79 2.84E–3
 g3 36171 76 83 3.42E–2
 g4 35404 77 83 6.73E–2
 B 157653 121077
 g0 27968 77 82 1.29E–2
 g1 23769 80 85 7.02E–2
 g2 19006 84 88 1.24E–3
 g3 22548 81 86 3.33E–2
 g4 18917 84 88 5.93E–2
 C 244643 179225
 g0 30442 83 88 2.82E–2
 g1 22758 87 91 1.14E–1
 g2 29747 83 88 1.73E–3
 g3 38658 78 84 2.62E–2
 g4 40185 78 84 5.25E–2
 D 155789 114801
 g0 17643 85 89 2.64E–2
 g1 27160 76 83 1.54E–1
 g2 24751 78 84 1.83E–3
 g3 27057 76 83 2.92E–2
 g4 17527 85 89 6.14E–2
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Table 5.8: The average percent savings (S) and the average error of the multivariateapproximations (E) as functions of the parameters ǫ and δ with dmax = 0.5 for thecase A
 δg0 g1 g2 g3 g4
 S, % E S, % E S, % E S, % E S, % E
 ǫ = 0.001
 0.1 42 5.12E–3 44 3.65E–2 32 4.16E–4 41 8.65E–3 41 1.68E–2
 0.5 45 5.24E–3 52 3.79E–2 34 4.26E–4 53 8.78E–3 46 1.79E–2
 1.0 48 5.32E–3 58 4.14E–2 35 4.68E–4 57 9.95E–3 51 1.94E–2
 ǫ = 0.005
 0.1 64 1.14E–2 63 6.11E–2 68 1.46E–3 62 1.56E–2 65 3.12E–2
 0.5 64 1.63E–2 64 7.96E–2 69 1.67E–3 64 1.67E–2 65 3.54E–2
 1.0 67 2.27E–2 68 8.61E–2 71 1.87E–3 68 1.81E–2 66 4.12E–2
 ǫ = 0.01
 0.1 76 3.14E–2 84 1.26E–1 70 2.84E–3 76 3.42E–2 77 6.73E–2
 0.5 77 4.03E–2 84 2.35E–1 70 3.45E–3 77 5.33E–2 78 8.35E–2
 1.0 78 7.19E–2 85 2.96E–1 71 3.68E–3 77 7.15E–2 79 9.17E–2
 It is possible to further enhance the performance of the algorithm by more precise
 tuning of its parameters. Table 5.8 shows the expected trends; both average savings
 S and average absolute error E increase as either ǫ or δ increases.
 5.3 Conclusions
 A solution strategy for the multi-constraint design problem, based on memory algo-
 rithm and multivariate approximations, has been presented and successfully applied
 to the weight minimization of segmented open section composite beam. The re-
 sults obtained for different case studies with different numbers of design variables.
 The use of memory based on binary tree for integer design variables avoids repeat-
 ing analyses of previously encountered designs. The multivariate approximation for
 continuous variables saves unnecessary exact analyses for points close to previous
 values. Modifications of the standard GA to save previously computed response
 functions’ values provide significant performance improvement.
 The results continue developing the memory procedure with multivariate approxi-
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mations of response functions, confirming how how the proposed approach may open
 a new and deeper insight in the field of composite structures design optimization.
 Several parts of this work are interesting starting points for further research.
 First, the binary tree allocates large computer memory for a large optimization
 problem. One of the possible solution of this problem is to construct binary tree
 based on several last generations only. Another possible approach is to incorporate
 a decision making algorithm which will discard nodes with bad designs from build-
 ing of database for response functions’ approximations. Second, there is a need
 to develop a methodology to quantify the degree of non-linearity of a continuous
 design space. Third, it is necessary to continue search for new approximation meth-
 ods which will successfully build surrogate functions to response functions based
 on scattered data points in high dimensions. Fourth, multiobjective optimization
 should be incorporates into GA. The developed data structure is well adopted to
 deal with a multiobjective optimization problems.
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 Abstract
 This paper is concerned with augmenting genetic algorithms (GAs) to include memory for continuous variables, and applying
 this to stacking sequence design of laminated sandwich composite panels that involves both discrete variables and a continuous
 design variable. The term ‘‘memory’’ implies preserving data from previously analyzed designs. A balanced binary tree with nodes
 corresponding to discrete designs renders efficient access to the memory. For those discrete designs that occur frequently, an
 evolving database of continuous variable values is used to construct a spline approximation to the fitness as a function of the single
 continuous variable. The approximation is then used to decide when to retrieve the fitness function value from the spline and when
 to do an exact analysis to add a new data point for the spline. With the spline approximation in place, it is also possible to use the
 best solution of the approximation as a local improvement during the optimization process. The demonstration problem chosen is
 the stacking sequence optimization of a sandwich plate with composite face sheets for weight minimization subject to strength and
 buckling constraints. Comparisons are made between the cases with and without the binary tree and spline interpolation added to a
 standard GA. Reduced computational cost and increased performance index of a GA with these changes are demonstrated.
 2002 Published by Elsevier Science Ltd.
 Keywords: Genetic algorithm; Composite panel structure; Spline approximation
 1. Introduction
 Traditionally, the problem of composite laminate
 stacking sequence optimization has been defined as a
 continuous design problem and solved using gradient-
 based techniques [1]. However, because of manufactur-
 ing considerations, the orientations of the fibers in plies
 are typically confined within a discrete set, for example,
 (0, þ45, 45, 90). The stacking sequence optimiza-
 tion in this case could be formulated as an integer-pro-gramming problem [2]. Recent studies have shown that
 genetic algorithms (GAs) are highly suitable for the
 solution of the composite laminate design problems with
 discrete design variables [3,4]. The solution of such
 problems by GA is possible, because the method does
 not require gradient or Hessian information. A GA is a
 powerful technique for search and optimization prob-
 lems with discrete variables, and is therefore particularly
 useful for optimization of composite laminates. How-
 ever, to reach an optimal solution with a high degree ofconfidence, it typically requires a large number of ana-
 lyses during the optimization search. Performance of
 GAs is even more of an issue for problems that include
 continuous variables.
 Several studies have concentrated on improving the
 reliability and efficiency of GAs. Hybrid algorithms
 formed by the combination of a GA with local search
 methods provide increased performance when comparedto a GA with a discrete encoding of real numbers or
 local search alone [5]. In order to reduce the computa-
 tional cost, two of the authors earlier used local im-
 provements and memory so that information from
 previously analyzed design points is utilized during a
 search [6,7]. In the first method a memory binary tree
 was employed to store pertinent information about
 laminate designs that have already been analyzed [6].After the creation of a new population of designs, the
 tree structure is searched for either a design with iden-
 tical stacking sequence or similar performance, such as a
 laminate with identical in-plane strains. Depending on
 *Corresponding author. Tel.: +1-540-231-7540; fax: +1-540-231-
 6075.
 E-mail address: [email protected] (L.T. Watson).
 0263-8223/02/$ - see front matter 2002 Published by Elsevier Science Ltd.
 PII: S0263-8223 (02 )00128-9
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the kind of information that can be retrieved from the
 tree, the analysis for a given laminate may be signifi-
 cantly reduced or may not be required at all. The second
 method is called local improvement [7]. This techniquewas applied to the problem of maximizing the buckling
 load of a rectangular laminated composite plate. The
 information about previously analyzed designs is used to
 construct an approximation to buckling load in the
 neighborhood of each member of the population of
 designs. After that the approximations are used to
 search for improved designs in small discrete spaces
 around nominal designs. These two methods demon-strated substantial improvements in computational effi-
 ciency for purely discrete optimization problems. The
 implementation, however, was not suitable for handling
 continuous design variables.
 The objective of the present work is to find a suitable
 algorithm for a GA with memory that can work with
 discrete and continuous variables simultaneously. A
 local memory for the continuous part of the designspace based on spline approximation is proposed for
 problems with a single continuous variable. The effi-
 ciency of the proposed spline based procedure, as well as
 the use of memory for a GA that can handle continuous
 variables, are investigated for the weight optimization of
 a sandwich plate with composite face sheets subjected to
 strength and buckling constraints.
 2. Genetic algorithm package
 A state-of-the-art Fortran 90 GA framework that
 was designed in an earlier research effort was usedfor the composite laminate structure design [8]. This
 framework includes a module, encapsulating GA data
 structures, and a package of GA operators. The module
 and the package of operators result in what we call a
 standard GA. The proposed algorithm is incorporated
 within the GA framework as a sample test program that
 illustrates performance of the binary tree memory and
 spline interpolation. An integer alphabet is used to codeply genes. It should be pointed out that the continuous
 variables had already been implemented in the GA data
 structure as geometry chromosomes, represented di-
 rectly as real numbers and not discrete binary approxi-
 mations. Fig. 1 from [8] shows the data structure of a
 population for the most general case of composite
 structure design. This data structure supports advanced
 features such as migration between independentlyevolving subpopulations, use of multiple materials for
 designing hybrid laminates, and multiple laminated
 substructures represented by multiple laminate chro-
 mosomes. In general, the laminate chromosomes are for
 discrete variables, and the geometry chromosomes are
 for continuous variables. Migration is not used here,
 however, so there is just one subpopulation identical to
 the population, and there is just one laminate chromo-
 some with one material type. Here only the ply orien-
 tation genes are used for the stacking sequence
 definition and a single geometry gene is used for the
 single continuous variable.
 3. Binary tree memory
 A binary tree is a linked list structure in which each
 node may point to up to two other nodes. In a binary
 search tree, each left pointer points to nodes containing
 elements that are smaller than the element in the current
 node; each right pointer points to nodes containing
 elements that are greater than the element in the currentnode, as shown in Fig. 2. A binary tree has several
 properties of great practical value, one of which is that
 the data can be retrieved, modified, and inserted rela-
 tively quickly. If the tree is perfectly balanced, the cost
 of inserting of an element in a tree with n nodes is
 proportional to log2 n steps, and rebalancing the tree
 after an insertion may take as little as several steps, but
 at most takes log2 n steps. Thus, the total time is of theorder of log2 n [9].
 In the standard GA, a new population may con-
 tain designs that have already been encountered in the
 Fig. 1. The structure of a population.
 Fig. 2. An example of a binary tree.
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previous generations, especially towards the end of the
 optimization process. The memory procedure eliminatesthe possibility of repeating an analysis that could be
 expensive. The binary tree, keyed on the discrete design
 string encodings, is used to store data pertinent to the
 design such as the design string and the fitness and
 constraint functions. In Fig. 2, for example, the integers
 in the boxes represent design string encodings, used as
 keys for comparison to traverse the tree. The boxes
 (binary tree nodes) would also contain fitness and con-straint function values (not shown) for that discrete
 design. Fig. 3 shows the pseudocode for the fitness
 function evaluation with the aid of the binary tree.
 After a new generation of designs is created by the
 genetic operations, the binary tree is searched for each
 new design. If the design is found, the fitness value is
 retrieved from the binary tree without conducting an
 analysis. Otherwise, the fitness is obtained based on anexact analysis. This new design and its data are then
 inserted in the tree as a new node.
 4. Spline interpolation
 The procedure described above works well for de-
 signs that are completely described by discrete strings. In
 case of designs that include a continuous variable, the
 solution is more complicated. If the continuous variable
 is also discretized into a fine discrete set, the possibility
 of creating a child design that has the same discrete andcontinuous parts as one of the earlier designs diminishes
 substantially. In the worst case, if the continuous design
 variable is represented as a real number, which is the
 approach used by most recent research work, it may be
 impossible to create a child design that has the exact
 same real part as one of the parents, rendering the bi-
 nary tree memory useless.
 The main idea of the approach proposed in this paperis to construct approximations for the fitness function as
 a function of the continuous variable using a spline
 function fitted to the historical data, and interpolate
 from the stored data whenever possible. The memory in
 this case consists of two parts. A binary tree, which
 consists of the nodes that have different discrete parts of
 the design, and a storage part at each node that keeps
 the continuous values and the associated fitness func-
 tion. That is, each node contains a real array that stores
 the continuous variable and its corresponding value of
 the fitness function. In order for the memory to befunctional, it is necessary to have accumulated enough
 designs with different continuous values for a particular
 discrete design part. Naturally, not all the nodes will
 have more than a few designs with different continuous
 values. However, it is possible that as the evolution
 progresses good discrete parts will start appearing again
 and again with different continuous values. In this case,
 one will be able to construct a good quality spline in-terpolant to the data.
 In addition to building a spline approximation it is
 important to develop a scheme in which accuracy of the
 spline approximation at a new continuous point may be
 assessed, so that a decision may be made either to accept
 the approximation or perform exact function evalua-
 tion. In the proposed approach for all the design points
 with identical discrete variables and different continuousvariable values, a measure of distance within which a
 good quality approximation may be obtained is used to
 make the decision. Based on the stored information, the
 procedure described by pseudocode in Fig. 4 decides
 whether an exact analysis should be performed and
 stored in the tree, or to extract an approximation of the
 fitness value without an exact analysis.
 For the description of the pseudocode, let v be adiscrete vector variable, x a scalar real variable, Uðv; xÞthe fitness of the individual defined by ðv; xÞ, and d a realnumber representing the radius of an interval within
 which a good quality approximation is possible. Each
 Fig. 3. Evaluation of fitness function using binary tree.
 Fig. 4. Evaluation of fitness function using binary tree and spline.
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node in the binary tree memory structure records the
 data ðv; fxi;Uðv; xiÞ; digni¼1Þ, where n is the number of
 times the design is evaluated with different values of the
 real design variable corresponding to the same discretepart. For the first three values of the continuous variable
 at a given discrete branch, the points are automatically
 evaluated and entered into the spline database with ra-
 dius values d of zero. Since the initial spline points will
 have zero radius, many of the additional points x will
 not satisfy the proximity condition max16 i6 nfdi jxxijgP 0 initially, and therefore their fitness Uðv; xÞ willbe computed exactly. It is possible to add the new pointseither with a zero radius or a positive computed value
 for the radius. If the actual value of the fitness Uðv; xÞand the spline approximation SðxÞ are within acceptable
 error limit , then the radius value d for the new point
 and the closest point xk to the new point are both
 changed to the distance between the two points, d ¼minfd0; jx xkjg, and the new point is added to the
 spline database with this computed value. Otherwise, thenew point is added to the database with a zero radius
 value (see Fig. 4, for the pseudocode). The parameter d0is an upper bound for the distance d that protects the
 algorithm against large errors between exact and spline
 function values.
 The approximation of the fitness function is based on
 spline interpolation of order less than or equal to four
 with the ‘‘not-a-knot’’ boundary condition. The ‘‘not-a-knot’’ condition is used when no information about
 the end point derivatives of an approximated function
 is known. The subroutine CUBSPL from the Fortran
 90 version of Carl de Boor’s cubic spline package was
 used to construct the spline approximations [10].
 5. Local improvement
 Local improvement is essentially an addition to im-
 prove the performance of the GA with spline interpo-
 lation. The value of the continuous variable at a given
 discrete node is either randomly assigned or obtainedthrough a crossover operation. If an explicit spline ap-
 proximation is available at a given node, it is possible to
 use a spline interpolant to generate a good candidate for
 the continuous variable for the next point at that node
 rather than depend on random action from the cross-
 over operator. That is, after construction of an initial
 approximation SðxÞ of Uðv; xÞ based on the objective
 function values obtained at the design sites, one caneasily find the point x that minimizes the spline functionSðxÞ in the range ½x1; xn. This optimal x value is storedat the discrete node in addition to the rest of the spline
 database. If, in future generations, a discrete node that
 has a stored x value is reached through the crossover
 operation on the discrete part v of the design, then, ra-
 ther than performing crossover on the real part ðv; xÞ is
 used as the child design for the next generation. This
 child design will then be treated like the other new de-
 signs in the child population and will be checked if an
 approximation to it can be used without exactly evalu-ating it.
 6. Analysis
 The optimum design of a honeycomb sandwich
 construction for strength and buckling constraints is
 treated in this paper. The core depth, which is a realvariable, the ply orientation angles and the number of
 layers, which are discrete variables, are taken as the
 design variables. Consider a honeycomb sandwich plate
 with length a, width b, face ply thickness tp, core depthth, core cell wall thickness tc, and cell size diameter td.When such a structure is subjected to biaxial compres-
 sion, there are several modes of sandwich plate failure.
 One obvious way is overstressing. The strength of facesis determined by the maximum strain criterion. The
 plate is assumed to fail if any of the ply strains,
 fi1; i2; ci12gni¼1, exceeds its allowable value. The critical
 strength failure load factor is defined as
 ks ¼ min16 i6 n
 min1i1;2i1;c12ci12
 ; ð1Þ
 where f1; 2; c12g are the ultimate allowable strains. Thestrength constraint is represented by
 Gs ¼ ks 1:0P 0: ð2ÞBefore overstressing, it is also possible that the structure
 can buckle. The reliability for the optimum design of the
 honeycomb sandwich construction is enhanced by add-
 ing several buckling constraints. Three modes of insta-
 bility are considered as buckling constraints: overall
 buckling, face wrinkling, and face dimpling.
 The overall buckling constraint for a honeycombsandwich panel is represented by
 Gb ¼ minP cr
 Nx;P cr
 Ny
 1:0P 0; ð3Þ
 where P cr is the lowest value of the critical buckling load.
 The computation of the buckling load is based on the
 mathematical model proposed by Hwu and Hu [11]. Aclosed-form solution of the buckling load was used for
 the composite sandwich plate consisting of crossply
 symmetric laminate faces with all edges simply sup-
 ported:
 Pcr ¼ ð1þ gÞP0½1þ kða=bÞ2ðn=mÞ2ð1þ gx þ gy þ g0Þ
 ; ð4Þ
 where
 g ¼ p2D
 th
 1
 Gyz
 ma
 2þ 1
 Gxz
 nb
 2; g0 ¼
 DP0m2n2
 a2t2hGxzGyz;
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gx ¼p2
 thGxzD11
 ma
 2þ D66
 nb
 2;
 gy ¼p2
 thGyzD66
 ma
 2þ D22
 nb
 2;
 P0 ¼ p2a2
 m2D11
 ma
 4þ 2ðD12 þ 2D66Þ mn
 ab
 2þ D22
 nb
 4;
 DP0 ¼ p2a2
 m2D11D66
 ma
 4þ ðD11D22 D12ðD12
 þ 2D66ÞÞ mnab
 2þ D22D66
 nb
 4;
 k ¼ Ny=Nx is the loading ratio; m and n are the number
 of buckling half-waves within the deformed surface; Dij
 are the bending stiffnesses of the laminate with respect to
 the midsurface of the core; Gxz and Gyz are the transverse
 shear moduli of the core material in the ðx zÞ andðy zÞ planes.
 Face wrinkling may occur across many cells of the
 honeycomb core. The face wrinkling constraint can be
 expressed as
 Gfw ¼ minNN fwx
 Nx;NN fwy
 Ny
 24
 35 1:0P 0; ð5Þ
 where
 NN fwx ¼ 1
 Nxð1þ GsÞ 3"
 þ 1
 N fwx
 3#1=3
 ;
 NN fwy ¼ 1
 Nyð1þ GsÞ 3
 24 þ 1
 N fwy
 !335
 1=3
 ;
 N fwx ¼ D11
 D2
 12
 D22
 EcGxz
 1=3;
 N fwy ¼ D22
 D2
 12
 D11
 EcGyz
 1=3:
 In honeycomb core sandwiches, a third type of in-
 stability, which is generally referred to as the face dim-
 pling, may occur because the face sheet over one cell of
 the honeycomb can buckle as a small plate supported by
 the cell walls. The face dimpling constraint can be
 written as
 Gfd ¼ minNN fdx
 Nx;NN fdy
 Ny
 24
 35 1:0P 0; ð6Þ
 where
 NN fdx ¼ 1
 Nxð1þ GsÞ 3"
 þ 1
 N fdx
 3#1=3
 ;
 NN fdy ¼ 1
 Nyð1þ GsÞ 3
 24 þ 1
 N fdy
 !335
 1=3
 ;
 N fdx ¼ 9
 t2fD11
 D2
 12
 D22
 tftd
 3=2
 ;
 N fdy ¼ 9
 t2fD22
 D2
 12
 D11
 tftd
 3=2
 :
 7. Optimization problem
 The optimization problem can be formulated as
 finding the stacking sequences of the face sheet and the
 core thickness in order to minimize the weight W of
 the panel. The set of design variables is expressed as a
 vector ~tt ¼ ðh1; . . . ; hn; thÞ, where n is an implicit design
 variable dictated by the number of layers in the face
 sheet stacking sequence. The optimization problemwith displacement and buckling constraints can be ex-
 pressed as
 min~tt
 W ð~ttÞ; ð7Þ
 such that
 Gsð~ttÞP 0 (strength constraint),
 Gbð~ttÞP 0 (overall buckling),
 Gfwð~ttÞP 0 (face wrinkling),
 Gfdð~ttÞP 0 (face dimpling),
 th 2 ½tlh; tuh (core thickness),hi 2 f0;45; 90g; i ¼ 1; . . . ; n (ply angles),
 where W ð~ttÞ ¼ ð2tfÞqf þ thð8=3Þðtc=tdÞqc½ ðabÞ is the struc-tural weight of the plate; qc and qf are material den-
 sities of the core and face ply, respectively; tf ¼Pn=2i¼1 t
 iply is the total face thickness; tlh and tuh are lower
 and upper bounds of the core thickness, respectively; hiis the orientation of the ith ply; n is the total number
 of plies.
 The critical constraint is defined as
 Gcrð~ttÞ ¼ minfGs;Gb;Gfw;Gfdg; ð8Þ
 and the constrained optimization problem is trans-formed into an unconstrained maximization problem
 for the GA. This is done by using penalty parameters.
 The fitness function U to be maximized is defined as
 Uð~ttÞ ¼ W ð~ttÞ þ Gcrd; Gcr P 0;W ð~ttÞð1 GcrÞp; Gcr < 0;
 ð9Þ
 where d and p are bonus and penalty parameters, re-
 spectively.
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8. Results
 A T300/N5208 graphite-epoxy unidirectional ply is
 used for the laminate face construction. The core ma-terial is HFT fiberglass reinforced phenolic honeycomb.
 The material properties of the face and the core are
 listed in Table 1.
 The panel has the longitudinal and lateral dimensions
 of a ¼ 20 in. and b ¼ 10 in., respectively. The allowed
 range of the core thickness is from 0.1 to 1.5 in. The GA
 was applied for one load case with Nx ¼ 8000:0 lb/in.
 and Ny ¼ 0:0 lb/in. The GA stopping condition is eithera limit on the total number of function evaluations
 conducted by the standard GA, or when there is no
 change in the fitness function between generations,
 whichever occurs first. For all the results here (other
 than Table 2, for which a limit of 125,000 was used as
 the stopping condition), the limit was set large enough
 that it was never reached.
 8.1. Effect of binary tree
 In order to demonstrate the efficiency that can be
 achieved through the use of a discrete memory, firstconsider the problem with the core thickness variable
 fixed to a constant value. The best known global optimal
 design for the specified load case obtained by the stan-
 dard GA is presented in Table 2. The table gives the
 average number from ten runs of individuals ðnniÞ, thethickness ðtÞ, ply orientations ðvÞ, and fitness function
 value ðUÞ. This design was obtained with the constant
 core thickness, th ¼ 1:0 in, in about 125,000 functionevaluations.
 The efficiency of the binary tree for the fitness func-
 tion evaluation is shown in Table 3. This table shows the
 averages from ten runs for the number of individuals
 (total number of attempts to evaluate fitness function)
 ðniÞ, the number of nodes in the binary tree ðneÞ, thenumber of repeated designs ðnrÞ, savings in terms of
 amount of fitness evaluations ðnÞ, ply orientations ðvÞ,and fitness function value ðUÞ. The chromosome length
 is 20. It is evident from this table that 40–50% of the
 analyses can be avoided by using the GA with memory.
 This reduction of the total number of analyses agrees
 well with the results from the previous studies of the GA
 with memory [6,7].
 8.2. Effect of spline interpolation
 The results of this experiment were obtained with the
 core thickness varying in the range [0.1, 1.5] in. The bestknown optimal design is presented in Table 4. The de-
 sign was obtained using a standard GA with a large
 number of iterations requiring over a million function
 evaluations.
 The performance of the GA with the spline interpo-
 lation is presented in Table 5, which shows averages
 from ten runs. Table 5 shows the best design after niattempts to evaluate the fitness function, ns acceptedspline values, and with ¼ 0:005 and d0 ¼ 0:01. Thechromosome length is 7. The best known discrete vector
 v is f1111111g. The maximum absolute error dmax and
 the mean absolute error dav are defined as
 dmax ¼ max16 i6 ns
 jUðxiÞ SðxiÞj;
 dav ¼ 1
 ns
 Xnsi¼1
 jUðxiÞ SðxiÞj; ð10Þ
 where ns is the total number of acceptable spline eval-
 uations. These errors are computed every time that the
 Table 1
 Material properties
 Face place Core
 E1 ¼ 20:5 106 psi Ec ¼ 23; 000 psi
 E2 ¼ 1:65 106 psi Gxz ¼ 19; 000 psi
 G12 ¼ 0:75 106 psi Gyz ¼ 7500 psi
 m12 ¼ 0:32 td ¼ 0:125 in.
 tply ¼ 0:006 in. tc ¼ 1:0 in.
 qf ¼ 0:0055 lbs/in.3 qc ¼ 0:00174 lbs/in.3
 Table 4
 Optimal design
 nni t v U
 1,181,040 0.4220 1 1 1 1 1 1 1 1.1882
 Table 5
 The efficiency of the spline interpolation
 nni nns nn (%) t U ddmax ddav
 969,011 896,487 71.3 0.4220 1.1882 0.11978 0.00006
 Table 2
 Optimal design
 nni t v U
 125,000 1.0 1 1 1 1 1 1 1 1.3616
 Table 3
 The efficiency of the binary tree
 nni nne nnr nn (%) v U
 84,572 43,937 40,635 47.0 1 1 1 1 1 1 1 1.3616
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algorithm decides to extract an approximation of the
 fitness value without an exact analysis. The data show
 the cost of the GA with a continuous variable could be
 reduced up to 70% relative to the standard GA by usingthe spline local approximation procedure. For the
 problem considered, the computation of the fitness
 function is not very expensive in terms of CPU time.
 However, this procedure has great potential in problems
 with expensive objective functions.
 Table 6 shows he maximum absolute error dmax andthe mean absolute error dav for different values of the
 parameters and d0. Table 7 shows the savings ðnÞ interms of number of fitness evaluations for different
 values of the parameters and d0.Table 6 shows the expected trends; dav decreases
 as either or d0 decreases, but dmax is essentially ran-
 dom, being determined early in the iterations. Note
 that the average approximation error dav is quite ac-
 ceptable, several orders of magnitude less than and d0.Table 7 shows that the saving are significant, but of
 course these percentages will be smaller for larger chro-
 mosomes.
 8.3. Effect of local improvement
 The fitness as a function of the natural logarithm of
 the number of exact fitness evaluations is plotted in Fig.5. Since the analysis is a finite deterministic computa-
 tion, involving no iterative algorithms, computation
 time corresponds exactly to number of function evalu-
 ations, which is shown in Fig. 5. If iterative processes
 were involved, then time would be more meaningful for
 the abscissa in the figure. It can be observed that the
 algorithm with local improvement converges faster in
 terms of number of fitness function evaluations thanthe one with spline approximation. The algorithm with
 only spline interpolation demonstrates good conver-
 gence in comparison with the standard GA, and no-
 ticeably decreases the number of exact analyses. After
 about 20,000 exact function evaluations the fitness
 values of the standard GA, the GA with spline inter-
 polation, and the GA with local improvement are
 U ¼ 1:2095, U ¼ 1:2031, and U ¼ 1:1882, respec-tively.
 Table 6
 The errors of the spline interpolation ðdmax; davÞ as a function of the
 parameters and d0
 d0
 0.005 0.01 0.02
 0.005 0.03434,
 0.00003
 0.11978,
 0.00006
 0.20111,
 0.00022
 0.01 0.06142,
 0.00004
 0.09826,
 0.00009
 0.23898,
 0.00024
 0.02 0.04859,
 0.00005
 0.09676,
 0.00012
 0.32709,
 0.00030
 0.04 0.05555,
 0.00012
 0.10540,
 0.00024
 0.34188,
 0.00042
 Table 7
 The percent savings ðnÞ as a function of the parameters and d0
 d0
 0.005 0.01 0.02
 0.005 50.5 70.8 75.7
 0.01 59.6 72.1 78.5
 0.02 63.0 76.2 80.8
 0.04 64.9 77.8 86.4
 Fig. 5. Comparison of the performance (fitness vs. number of exact analyses).
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9. Conclusions
 A GA with memory along with spline interpolation
 was applied to the problem of weight minimization of alaminated sandwich composite panel with mixed dis-
 crete face sheet design variables and a continuous
 thickness design variable. The use of memory based on
 binary tree for discrete part of the design variables, and
 spline approximation for a continuous variable avoids
 repeating analyses of previously encountered designs.
 Moreover, it is also demonstrated that the spline ap-
 proximation can be used to provide local improvementduring the search and further reduce the number of
 exact function evaluations required to reach an im-
 proved solution. For FEM based analyses/simulations
 in which the computational cost is not trivial, the per-
 cent savings demonstrated in Tables 3, 5 and 7 will result
 in substantial computational savings. Even if less so-
 phisticated analysis than FEM is used, the use of the
 binary tree will save time for all but extremely trivialfunction evaluations. Future work on this procedure
 might include development of a robust algorithm that is
 capable of handling several continuous variables using
 multivariate approximation techniques.
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 Abstract
 This paper describes a new approach for reducing the number of the fitness function evaluations required by a
 genetic algorithm (GA) for optimization problems with mixed continuous and discrete design variables. The proposed
 additions to the GA make the search more effective and rapidly improve the fitness value from generation to generation.
 The additions involve memory as a function of both discrete and continuous design variables, multivariate approxi-
 mation of the fitness function in terms of several continuous design variables, and localized search based on the
 multivariate approximation. The approximation is demonstrated for the minimum weight design of a composite cy-
 lindrical shell with grid stiffeners.
 2003 Elsevier Ltd. All rights reserved.
 Keywords: Optimization; Genetic algorithm; Response surface approximation; Composite structure
 1. Introduction
 Mixed discrete–continuous design optimization is an
 active research topic. There are many diverse applica-
 tions that are mathematically modelled in terms of
 mixed discrete–continuous variables. The optimization
 of such models is typically difficult because of potential
 existence of multiple local minima in the search space.
 The most general methods for solving such problems are
 branch and bound method, simulated annealing (SA)
 method, and genetic algorithms (GA) [1]. These methods
 do not require gradient or Hessian information. How-
 ever, to reach an optimal solution with a high degree of
 confidence, they typically require a large number of
 analyses during the optimization search. Performance of
 these methods is even more of an issue for problems that
 include continuous variables. The number of analyses
 required is an important characteristic of any method in
 multidisciplinary optimization. Several studies have
 concentrated on improving the reliability and efficiency
 of GAs. Hybrid algorithms formed by the combination
 of a GA with local search methods provide increased
 performance when compared to a GA with a discrete
 encoding of real numbers or local search alone [2]. In
 order to reduce the computational cost, two of the au-
 thors earlier used local improvements and memory for
 discrete problems so that information from previously
 analyzed design points is utilized in later searches [3,4].
 In the first method a memory binary tree was employed
 for a composite panel design problem to store pertinent
 *Corresponding author.
 E-mail address: [email protected] (V.B. Gantovnik).
 0045-7949/03/$ - see front matter 2003 Elsevier Ltd. All rights reserved.
 doi:10.1016/S0045-7949(03)00253-0
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information about laminate designs that have already
 been analyzed [3]. After the creation of a new popula-
 tion of designs, the tree structure is searched for either
 a design with identical stacking sequence or similar
 performance, such as a laminate with identical in-plane
 strains. Depending on the kind of information that
 can be retrieved from the tree, the analysis for a given
 laminate may be significantly reduced or may not be
 required at all. The second method is called local im-
 provement [4]. This technique was applied to the prob-
 lem of maximizing the buckling load of a rectangular
 laminated composite plate. The information about pre-
 viously analyzed designs is used to construct an ap-
 proximation to buckling load in the neighborhood of
 each member of the population of designs. After that,
 the approximations are used to search for improved
 designs in small discrete spaces around nominal designs.
 These two methods demonstrated substantial improve-
 ments in computational efficiency for purely discrete
 optimization problems. The implementation, however,
 was not suitable for handling continuous design vari-
 ables.
 The objective of the present work is to find a suitable
 algorithm for a GA with memory that can work with
 discrete and several continuous variables simultaneously.
 A local memory for the continuous part of the design
 space at each discrete node of a binary tree based on
 multivariate approximation is proposed for problems
 with several continuous variables. The efficiency of the
 proposed multivariate approximation based procedure,
 as well as the use of memory for a GA that can handle
 continuous variables, are investigated for the weight
 optimization of a lattice shell with laminated composite
 skins subjected to axial compressive load. The composite
 shell design problem is used as a demonstration prob-
 lem, rather than a synthetic constrained optimization
 problem. Results are generated to demonstrate the ad-
 vantages of the proposed improvements to a standard
 GA.
 2. Genetic algorithm package
 A Fortran 90 GA framework that was designed in an
 earlier research effort was used for the composite lami-
 nate structure design [5]. This framework includes a
 module, encapsulating GA data structures, and a pack-
 age of GA operators. The module and the package
 of operators result in what we call a standard GA. The
 proposed algorithm is incorporated within the GA
 framework as a sample test program that illustrates
 performance of the binary tree memory and multivariate
 approximation. An integer alphabet is used to code ply
 genes. The continuous variables represented by floating-
 point numbers had already been implemented in the GA
 framework data structure as geometry chromosomes.
 3. Binary tree memory
 A binary tree is a linked list structure in which each
 node may point to up to two other nodes. In a binary
 search tree, each left pointer points to nodes containing
 elements that are smaller than the element in the current
 node; each right pointer points to nodes containing ele-
 ments that are greater than the element in the current
 node. The binary tree is used to store data pertinent to
 the design such as the design string and its associated
 fitness and constraint function values. A binary tree has
 several properties of great practical value, one of which
 is that the data can be retrieved, modified, and inserted
 relatively quickly. If the tree is perfectly balanced, the
 cost of inserting of an element in a tree with n nodes is
 proportional to log2 n steps, and rebalancing the tree
 after an insertion may take as little as several steps, but
 at most takes log2 n steps. Thus, the total time is of the
 order of log2 n [6].
 In the standard GA, a new population may contain
 designs that have already been encountered in the pre-
 vious generations, especially towards the end of the
 optimization process. The memory procedure eliminates
 the possibility of repeating an analysis that could be
 expensive. Algorithm 1 shows the pseudo-code of the
 fitness function evaluation with the aid of the binary
 tree.
 After a new generation of designs is created by the
 genetic operations, the binary tree is searched for each
 new design. If the design is found, the fitness value is
 retrieved from the binary tree without conducting an
 analysis. Otherwise, the fitness is obtained based on an
 exact analysis. This new design and its fitness value are
 then inserted in the tree as a new node.
 Algorithm 1. Evaluation of fitness function using binary
 tree.
 search for the given design in the binary tree;
 if found then
 get the fitness function value from the binary tree;
 else
 perform exact analysis;
 endif
 4. Response surface approximation
 The procedure described above works well for purely
 discrete optimization problems where designs are com-
 pletely described by discrete strings. In case of mixed
 optimization problems where designs include discrete
 and continuous variables, the solution becomes more
 complicated. If the continuous variables are also dis-
 cretized into a fine discrete set, the possibility of creating
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a child design that has the same discrete and continuous
 parts as one of the earlier designs diminishes substan-
 tially. In the worst case, if the continuous design vari-
 ables are represented as a real numbers, which is the
 approach used by most recent research work, it may not
 be possible to create a child design that has the exact
 same real part as one of the parents, rendering the bi-
 nary tree memory useless, and result in exact analysis
 even if the real part of the new child is different from one
 of the earlier designs by a minute amount.
 The main idea of the memory approach proposed in
 this work is to construct a response surface approxi-
 mation for the fitness function as a function of the
 continuous variables using historical data values, and
 estimate from the stored data whenever appropriate.
 The memory in this case consists of two parts: a binary
 tree, which consists of the nodes that have different
 discrete parts of the design, and a storage part at each
 node that keeps the continuous values and their associ-
 ated fitness values. That is, each node contains a real
 array that stores the continuous variable points valueand their corresponding fitness function values. In order
 for the memory to be functional, it is necessary to have
 accumulated a sufficient number of designs with different
 continuous values for a particular discrete design point
 so that the approximation can be constructed. Natu-
 rally, some of the discrete nodes will not have more than
 a few designs with different continuous values. However,
 it is possible that as the evolution progresses good dis-
 crete parts will start appearing repeatedly with different
 continuous values. In this case, one will be able to
 construct a good quality response surface approxima-
 tion to the data.
 The response surface approximation approach is an
 extension of the previous work by the authors where a
 spline-based approach was used for only one continuous
 variable [7]. An evolving database of continuous vari-
 able points is used in the current work to construct a
 multivariate response surface approximation at those
 discrete nodes that are processed frequently. The mod-
 ified quadratic Shepards method is a local smoothing
 method used for the approximation of scattered data for
 the case of two independent continuous design variables
 [8]. This method may be the best known among all
 scattered data interpolants for a general number of
 variables. Shepards method for fitting a surface to data
 values has the advantage of small storage requirements
 and easy generalization to more than two independent
 variables.
 In addition to building a multivariate approximation,
 it is important to assess accuracy of the multivariate
 approximation at new continuous points, so that a de-
 cision may be made either to accept the approximation
 or perform exact function evaluation. Based on the bi-
 variate approximation, the proposed algorithm de-
 scribed by the following pseudo-code is then used to
 decide when to retrieve the fitness function value from
 the approximation, and when to do an exact analysis
 and add the new data point to the approximation data-
 base. For the description of the pseudo-code, let v 2 Zk
 be a k-dimensional integer design vector for the discrete
 space, xðiÞ 2 Em a real m-dimensional design vector for
 the continuous variables, and f ðv; xðiÞÞ the correspondingfitness value of the individual defined by ðv; xðiÞÞ. Fur-thermore, define di 2 E to be a real distance corre-
 sponding to point xðiÞ to measure its proximity any givenpoint, c 2 Z an integer counter, initially zero, and r 2 Ea real range value. Let T be the set of observed exact
 analyses and their corresponding information within a
 given discrete node, precisely
 T ¼ ðxðiÞ; f ðv; xðiÞÞ; diÞ n
 i¼1:
 Each node in the binary tree memory structure records a
 tuple of the form ðv; T ; c; rÞ. The pseudo-code for pro-
 cessing a candidate individual ðv; xÞ is defined by Algo-
 rithm 2.
 The algorithm uses three real user-specified parame-
 ters, d0, d, and . The parameter d0 > 0 is an upper
 bound on the trust region radius about each sample
 point xðiÞ. The parameter d is chosen to satisfy 0 < d < 1,
 and in higher dimensions protects against large varia-
 tions in f in unsampled directions. Finally, the para-
 meter > 0 is the selected acceptable approximation
 accuracy, and is solely based on engineering consider-
 ations.
 5. Local improvement
 Once a multivariate approximation is in place at a
 given discrete node, a local improvement procedure may
 be implemented to improve the performance of the GA.
 The values of the continuous variables at a given discrete
 node are either randomly assigned (if mutation operator
 is used) or obtained through a crossover operation. If an
 explicit multivariate approximation and its first partial
 derivatives are available at a given node, it is possible to
 generate good candidates for the continuous design
 variables for the next child at that node rather than
 depend on random action from the crossover operator.
 That is, after construction of an initial approximation
 SðxÞ of f ðxÞ based on the objective function values ob-
 tained at the design sites, one can easily find the point x
 that optimizes the approximate function SðxÞ in some
 compact subset X Em. This optimal x value is storedat the discrete node in addition to the rest of the Tdatabase. If, in future generations, a discrete node that
 has a stored x value is reached through the crossover
 operation on the discrete part v of the design, then, ra-ther than performing crossover on the real part, ðv; xÞ isused as the child design for the next generation. This
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child design will then be treated like the other new de-
 signs in the child population and will be checked if an
 approximation to it can be used without exact analysis.
 Algorithm 2. Evaluation of fitness function using binary
 tree and m-dimensional approximation.
 if v is not found in the tree then
 evaluate f ðv; xÞ;T :¼ fðx; f ðv; xÞ; 0Þg;add a node corresponding to ðv; T ; 1; 0Þ;return f ðv; xÞ;
 else
 if c < ðmþ 2Þðmþ 1Þ then
 evaluate f ðv; xÞ;T :¼ T [ fðx; f ðv; xÞ; 0Þg;c :¼ cþ 1;
 r :¼ maxt2T
 t2 mint2T
 t2;
 return f ðv; xÞ;else
 construct an approximation SðxÞ usingthe data in T ¼ fðxðiÞ; f ðv; xðiÞÞ; diÞgni¼1;define k and d by d ¼ dk kx xðkÞk¼ max
 16 i6 ndi kx xðiÞk;
 if d P 0 and jf ðv; xðkÞÞ SðxÞj < dr then
 return SðxÞ;else
 evaluate f ðv; xÞ;if jf ðv; xÞ SðxÞj > then
 T :¼ T [ fðx; f ðv; xÞ; 0Þg;else
 d :¼ minfd0; kx xðkÞkg; dk :¼ d;T :¼ T [ fðx; f ðv; xÞ; dÞg;end if
 r :¼ maxt2T
 t2 mint2T
 t2;
 return f ðv; xÞ;end if
 end if
 end if
 6. Design optimization problem
 The design of a lattice shell with specified radius,
 length, and axial load level is used to demonstrated the
 improvements introduced into the standard GA. Such
 shells supported by a lattice have been considered as a
 replacement to solid shells, stiffened shells and honey-
 comb structures [9–11]. Consider a lattice cylindrical
 shell loaded with compressive axial force P . Proper de-sign would involve, in general, determination of rib
 parameters (dimension of cross-section, material, spac-
 ing, and orientation angle, u), skin parameters (the
 number of layers, their materials, thicknesses, and ori-
 entation angles, hk) that satisfy strength and stability
 constraints while minimizing the weight of the shell.
 Constraints considered include rib strength constraint
 (C1), skin strength constraint (C2), rib local buckling
 constraint (C3), and general buckling constraint (C4). All
 constraint equations are based on a simplified lattice
 cylindrical shell model developed by Bunakov [12–14].
 The mixed optimization problem considered here
 operates on three design variables v, x1, and x2. Thediscrete variable is the stacking sequence of the skins,
 v ¼ fh1; . . . ; hng, where n is an implicit design variable
 dictated by the number of layers in the skin stacking
 sequence. We shell restrict our consideration to two
 continuous design variables, namely, the angle of helical
 ribs, x1 ¼ u, and the rib height, x2 ¼ H . The optimiza-
 tion problem can be formulated as finding the stacking
 sequences of the skins, the angle of helical ribs, and the
 rib height in order to minimize the mass of the shell, M .
 The set of design variables is expressed as a vector
 s ¼ ðv; x1; x2Þ. The design problem is typically formu-
 lated to provide a minimum mass structure:
 M ¼ 4pqL h R
 þ hþ H2
 þ H
 daðRþ hÞ
 ; ð1Þ
 where q is the material density, L is the length of the
 shell, R is the shell radius, h ¼Pnk¼1 h
 ðkÞ0 is the skin
 thickness, h0 is the single ply thickness, d is the rib width,a is the rib spacing. The optimization problem can be
 written as
 mins
 MðsÞ ð2Þ
 such that
 C1ðsÞP 0 ðrib strengthÞ;C2ðsÞP 0 ðskin strengthÞ;C3ðsÞP 0 ðrib local bucklingÞ;C4ðsÞP 0 ðgeneral bucklingÞ;H 2 ½Hmin;Hmax;u 2 ½umin;umax;hk 2 f0;45; 90g ðk ¼ 1; nÞ;n 2 ½nmin; nmax;
 where Hmin and Hmax are lower and upper bounds of the
 rib height; umin and umax are are lower and upper bounds
 of the angle of helical ribs, hk is the ply orientation anglein the kth skin ply, n is the total number of skin plies,
 nmin and nmax are minimum and maximum possible val-
 ues of n. The above problem may not be a realistic
 composite design formulation. A standard laminate
 optimization typically includes additional constraints
 such as ply contiguity, interlaminar stress, core strength,
 etc.
 The constrained optimization problem is transformed
 into an unconstrained maximization problem using a
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penalty function approach. The critical constraint is de-
 fined as
 CcrðsÞ ¼ mini¼1;4
 fCiðsÞg: ð3Þ
 The fitness function U to be maximized is defined as
 UðsÞ ¼ MðsÞ þ CcrðsÞq; CcrðsÞP 0;MðsÞð1 CcrðsÞÞp; CcrðsÞ < 0;
 ð4Þ
 where q and p are bonus and penalty parameters, re-
 spectively.
 7. Results
 A cylindrical lattice shell is made of fiberglass-epoxy
 composite material with density q ¼ 2100 kg/m3. The
 specified axial compressive load is P ¼ 106 N/m. The
 shell radius and length are R ¼ 1:0 m and L ¼ 1:5 m,
 respectively. The lattice shell has u unidirectional he-
 lical ribs with elastic modulus E ¼ 45:0 GPa, and shear
 modulus G ¼ 1:0 GPa. The compressive strength of ribs
 is rrr ¼ 240:0 MPa. The shell has external and internal
 skins made of T300/5208 graphite-epoxy unidirectional
 plies. The material properties of the skin plies are given
 in Table 1. The possible ranges for the design variables
 are given in Table 2. The range of the shell mass
 throughout the entire design space is approximately
 31:126M 6 303:74 kg.
 7.1. Genetic algorithm parameters
 The values of the GA parameters used in the exper-
 iments are shown in Table 3. The GA stopping condi-
 tion is a limit on the total number of function
 evaluations conducted by the standard GA, ðniÞmax ¼500,000. The best known global optimal design obtained
 by the standard GA is presented in Table 4. The table
 gives the average number of exact analyses from 10 runs
 of individuals ðnneÞ, the continuous design variables ðx1;x2Þ, the discrete design variable ðvÞ, the critical con-
 straint value ðCcrÞ, the mass ðMÞ, and fitness function
 value ðUÞ. This design was obtained in an average of
 about 274,545 function evaluations by the standard GA.
 Table 5 shows reliability (fraction of runs in which the
 optimum was found, out of 50 runs) for various geom-
 etry chromosome mutation probabilities pm and popu-
 lation sizes. The conclusion from the table indicates that
 that the GA works better with the large population size
 along with very small mutation probability. A small
 population size causes the GA to quickly converge on a
 local minimum, because it insufficiently samples the
 parameter space. Note that the results given in Table 4
 and in the rest of study provided below were obtained
 with the population size of 20 and with geometry chro-
 mosome mutation probability of 0.01.
 7.2. Effect of continuous memory
 The results presented in this section focus on the
 ability of the proposed algorithm to save computational
 time during GA optimization with the multivariate ap-
 proximation used as a memory device. The performance
 of the GA with the multivariate approximation is pre-
 sented in Table 6, which shows averages from 10 runs.
 The table shows the best design ðx1; x2; v;UÞ after ni at-tempts to evaluate the fitness function, of which ne arethe number of exact fitness function evaluations with
 ¼ 0:01, d ¼ 0:1, d0 ¼ 0:5. In addition, Table 6 containsthe average percent savings ðnnÞ in terms of fitness
 Table 1
 The material properties of the skin (T300/5208)
 Stiffness parameters, GPa Strength parameters, MPa
 E1 E2 G12 m12 Xt Yt Xc Yc S
 181.0 10.3 7.17 0.28 1500.0 57.0 1340.0 212.0 68.0
 Table 2
 Ranges for the design variables
 Design variable Range
 H 2 ½Hmin;Hmax ½0:001; 0:1 mu 2 ½umin;umax ½5; 85hk ; k ¼ 1; n f0;45; 90gn 2 ½nmin; nmax ½2; 20
 Table 3
 GA parameters used in the experiments
 Parameter Value
 Maximal number of generations 25,000
 Population size 20
 Laminate chromosome length 7
 Probability of crossover ðpcÞ:for laminate chromosomes 1.0
 for geometry chromosomes 1.0
 Probability of mutation ðpmÞ:for laminate chromosomes 0.05
 for geometry chromosomes 0.01
 Crossover type:
 for laminate chromosomes Two-point
 for geometry chromosomes One-point
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function evaluations, mass ðMÞ and critical constraint
 ðCcrÞ corresponding to the best design which are iden-
 tical to the results presented earlier for the baseline al-
 gorithm. The percent savings ðnÞ in terms of number of
 fitness function evaluations is defined by
 n ¼ 1
 ne
 ni
 100%: ð5Þ
 The influence of the number of generations on the
 function evaluation savings are shown in Table 7. This
 table contains average values for fitness function ðUUÞ,savings ðnnÞ, and reliability (fraction of runs the optimumwas found, out of 20 runs). The number of successful
 runs and the percent savings ðnnÞ increase when the al-
 gorithm is run for a longer time, as expected.
 These results show that the cost of the GA with
 continuous variables could be reduced up to 60% rela-
 tive to the standard GA by using the approximation
 procedure. For the problem considered, the computa-
 tion of the fitness function is not very expensive in terms
 of CPU time. However, this procedure has great po-
 tential in problems with expensive objective functions.
 The mean absolute error ee due to the approximation
 and the savings ðnnÞ in terms of the number of fitness
 evaluations for different values of the parameters , and
 d with d0 ¼ 0:5 are shown in Table 8. The mean absoluteerror ee is defined as
 ee ¼ 1
 ns
 Xnsi¼1
 jUðxiÞ SðxiÞj; ð6Þ
 where ns ¼ ni ne is the total number of acceptable
 approximate evaluations. This error is computed every
 time that the algorithm decides to extract an approxi-
 mation of the fitness value without an exact analysis. It
 is possible to further enhance the performance of the
 algorithm by a more precise tuning of its parameters.
 Table 8 shows the expected trends; both average savings
 ðnnÞ and average absolute error ee increase as either or dincreases. Table 8 also shows that the saving are sig-
 nificant, but of course these percentages are likely to be
 smaller for longer chromosomes that results in a larger
 design space.
 Table 4
 The best known optimal design using standard GA
 nne x1 x2 v Ccr M U
 274,545 1.0000 0.0052 1,111,100 0.0 43.8228 )0.1443
 Table 5
 The percent reliability for various geometry chromosome mu-
 tation probabilities pm and population sizes
 pm Population size
 20 50 100
 >0.5 0.00 0.00 0.00
 0.5 0.04 0.02 0.00
 0.4 0.10 0.00 0.02
 0.3 0.14 0.20 0.00
 0.2 0.46 0.38 0.14
 0.1 0.60 0.78 0.52
 0.01 0.52 0.72 0.96
 0.001 0.36 0.78 0.94
 0.0 0.28 0.44 0.96
 Table 7
 The performance of the GA with multivariate approximation
 for different number of generations
 Number of generations Reliability UU nn (%)
 5000 0.1 )0.1508 42.8
 10000 0.4 )0.1464 49.9
 20000 0.9 )0.1444 53.3
 Table 8
 The error of the multivariate approximation ðeeÞ and the percentsavings ðnnÞ as a function of the parameters and d with d0 ¼ 0:5
 d ee nn (%)
 0.001 0.1 0.00097 47.9
 0.5 0.00128 50.5
 1.0 0.00445 52.2
 0.005 0.1 0.00185 55.6
 0.5 0.01440 56.5
 1.0 0.03040 58.3
 0.01 0.1 0.02490 59.4
 0.5 0.03310 62.0
 1.0 0.04170 66.8
 Table 6
 The efficiency of the multivariate approximation
 nni nne nn (%) x1 x2 v Ccr M U
 183,995 74,626 59.4 1.0000 0.0052 1,111,100 0.0 43.8228 )0.1443
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For the above results, Algorithm 2 used the test
 c < 20 rather than c < ðmþ 2Þðmþ 1Þ ¼ 12, because of
 constraints in the Shepard algorithm code from [8].
 7.3. Effect of local improvement
 Finally, the performance comparison of the consid-
 ered GA modifications, namely, (1) standard GA, (2)
 GA with approximation, and (3) GA with approxima-
 tion and local improvement are presented in Table 9.
 The average number of attempts to evaluate the fitness
 function nni, the number of exact fitness function evalu-
 ations nne, the percent savings nn in terms of number of
 exact fitness evaluations, and the percent savings ff de-
 fined as
 ff ¼ 1
 nnenniðStandard GAÞ
 ! 100% ð7Þ
 in terms of number of exact fitness evaluations as com-
 pared with the standard GA are shown in the table.
 As one would expect, the GA with local improvement
 converges faster in terms of number of fitness function
 evaluations than the GA with approximation. The two
 algorithms with approximation demonstrate good con-
 vergence in comparison with the standard GA, and very
 substantial decrease in the number of exact analyses
 required to find the optimal solution.
 8. Conclusions
 A GA with memory along with multivariate ap-
 proximation was applied to the problem of weight
 minimization of a lattice shell with mixed discrete design
 variable and two continuous design variables. The use of
 memory based on binary tree for discrete part of the
 design variables avoids repeating analyses of previously
 encountered designs. The multivariate approximation
 for continuous variables saves unnecessary exact ana-
 lyses for points close to previous values. Moreover, it is
 also demonstrated that the multivariate approximation
 can be used to provide local improvement during the
 search and further reduce the number of exact function
 evaluations required to reach an improved solution.
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 A new approach is described for reducing the number of the fitness and constraint function evaluations requiredby a genetic algorithm (GA) for optimization problems with mixed continuous and discrete design variables. Theproposed additions to the GA make the search more effective and rapidly improve the fitness value from generationto generation. The additions involve memory as a function of both discrete and continuous design variables andmultivariate approximation of the individual functions’ responses in terms of several continuous design variables.The approximation is demonstrated for the minimum weight design of a composite cylindrical shell with gridstiffeners.
 Nomenclaturec = counterD = database at a given tree noded = trust region radius, subscriptedE = real numbersf (v, x) = fitness functiong j (v, x) = constraint functions, 1 ≤ j ≤ pg0(v, x) = objective functionne = number of exact analysesni = number of requests for constraint evaluationsr = variation measurev = integer design vector of dimension kx = real design vector of dimension mZ = integersδ, ε = tolerance parametersζ = percent savings over standard genetic algorithmξ = percent savings due to approximations only
 I. Introduction
 M ANY diverse applications are mathematically modeled interms of mixed discrete–continuous variables. The optimiza-
 tion of such models is typically difficult due to their combinatorialnature and potential existence of multiple local minima in the searchspace. The engineering problems that contain integer, discrete, zero–one, and continuous design variables are often referred to as mixedinteger nonlinear programming (MINLP) problems.
 Genetic algorithms (GAs) are powerful tools for solving MINLPproblems. These methods do not require gradient or Hessian infor-mation. However, to reach an optimal solution with a high degree ofconfidence, they typically require a large number of analyses dur-ing the optimization search. Performance of these methods is evenmore of an issue for problems that include continuous variables.Several studies have concentrated on improving the reliability andefficiency of GAs. Hybrid algorithms formed by the combinationof a GA with local search methods provide increased performance
 Received 29 July 2003; revision received 21 March 2005; accepted forpublication 4 April 2005. Copyright c© 2005 by the American Institute ofAeronautics and Astronautics, Inc. All rights reserved. Copies of this papermay be made for personal or internal use, on condition that the copier paythe $10.00 per-copy fee to the Copyright Clearance Center, Inc., 222 Rose-wood Drive, Danvers, MA 01923; include the code 0001-1452/05 $10.00 incorrespondence with the CCC.
 ∗Graduate Research Assistant, Department of Engineering Science andMechanics. Member AIAA.
 †Professor, Departments of Aerospace and Ocean Engineering and En-gineering Science and Mechanics; currently Aerospace Structures Chair,Delft University of Technology, 2629 HS Delft, The Netherlands. AssociateFellow AIAA.
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 when compared to a GA with a discrete encoding of real numbersor local search alone.1
 Although GAs are robust global optimizers, they typically requirea very large number of fitness function evaluations. Moreover, it iscommonly observed that fitness values are frequently recalculatedfor some designs that appear repeatedly during the evolution of thepopulation. This suggests an opportunity for performance improve-ment. To reduce the computational cost, the authors earlier used localimprovements and memory for discrete problems so that informa-tion from previously analyzed design points is stored and utilizedin later searches.2,3 In the first approach, a memory binary tree wasemployed for a composite panel design problem to store pertinent in-formation about laminate designs that have already been analyzed.2
 After the creation of a new population of designs, the tree struc-ture is searched for either a design with identical stacking sequenceor similar performance, such as a laminate with identical in-planestrains. Depending on the kind of information that can be retrievedfrom the tree, the analysis for a given laminate may be significantlyreduced or may not be required at all. The second method is calledlocal improvement.3 This technique was applied to the problem ofmaximizing the buckling load of a rectangular laminated compositeplate. The information about previously analyzed designs is used toconstruct an approximation to buckling load in the neighborhood ofeach member of the population of designs. After that, the approx-imations are used to search for improved designs in small discretespaces around nominal designs. These two methods demonstratedsubstantial improvements in computational efficiency for purely dis-crete optimization problems. The implementation, however, was notsuitable for handling continuous design variables.
 New approaches have been proposed to overcome this shortcom-ing. In particular, a new version of GA has been recently developed,4
 consisting of memory as a function of both discrete and continuousdesign variables using spline5 and multivariate6 approximations ofthe constraint functions in terms of continuous design variables.
 The work here proposes to enhance the efficiency and accuracyof the GA with memory using multivariate approximations of theobjective and constraint functions individually instead of direct ap-proximations of the overall fitness function. The primary motivationfor the proposed improvements is the nature of the fitness functionin constrained engineering design optimization problems. BecauseGAs are algorithms for unconstrained optimization, constraints aretypically incorporated into the problem formulation by augmentingthe objective function of the original problem with penalty termsassociated with individual constraint violations. The resulting fit-ness function is usually highly nonlinear and discontinuous, whichmakes the multivariate approximation highly inaccurate unless alarge number of exact function evaluations are performed. Becausethe individual response functions in many engineering problems aremostly smooth functions of the continuous variables (although theycan be highly nonlinear), high-quality approximations to individual
 1844
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 functions can be constructed without requiring a large number offunction evaluations. The proposed modification is, therefore, ex-pected to improve the efficiency of the memory constructed in termsof the continuous variables. The paper presents the algorithmic im-plementation of the proposed memory scheme and demonstrates theefficiency of the proposed multivariate approximation procedure forthe weight optimization of a lattice shell with laminated compos-ite skins subjected to axial compressive load. The composite shelldesign problem is used as a demonstration problem, instead of asynthetic constrained optimization problem. Results are generatedto demonstrate the advantages of the proposed improvements to astandard GA.
 II. GA PackageA FORTRAN 90 GA framework that was designed in an ear-
 lier research effort was used for the composite laminate structuredesign.7 This framework includes a module, encapsulating GA datastructures, and a package of GA operators. The module and thepackage of operators result in what we call a standard GA. Theproposed algorithm is incorporated within the GA framework toillustrate performance of the binary tree memory and multivariateapproximation. An integer alphabet is used to code ply genes. Thecontinuous variables represented by floating-point numbers had al-ready been implemented in the GA framework data structure asgeometry chromosomes.
 III. Binary Tree MemoryA binary tree is a linked list structure in which each node may
 point to up to two other nodes. In a binary search tree, each leftpointer points to nodes containing elements that are smaller thanthe element in the current node; each right pointer points to nodescontaining elements that are greater than the element in the currentnode. The binary tree is used to store data pertinent to the designsuch as the design string and its associated fitness and constraintfunction values. A binary tree has several properties of great prac-tical value, one of which is that the data can be retrieved, modified,and inserted relatively quickly. If the tree is perfectly balanced, thecost of inserting an element in a tree with n nodes is proportional tolog2 n steps, and rebalancing the tree after an insertion may take aslittle as several steps, but at most takes log2 n steps. Thus, the totaltime is of the order of log2 n (Ref. 8).
 When the mechanisms of the GA operators are examined, it isobserved that the diversity of a population trends to decrease asthe algorithm runs longer. The fitness values for the same chro-mosomes are recalculated repeatedly, especially toward the end ofthe optimization process. If previously calculated fitness values canbe efficiently saved and retrieved, computation time will decreasesignificantly. The memory procedure eliminates the possibility ofrepeating an analysis that could be expensive. Algorithm 1 shows thepseudocode of the fitness function evaluation with the aid of the bi-nary tree. After a new generation of designs is created by the geneticoperations, the binary tree is searched for each new design. If the de-sign is found, the fitness value is retrieved from the binary tree with-out conducting an analysis. Otherwise, the fitness is obtained basedon an exact analysis. This new design and its fitness value are theninserted in the tree as a new node. The major improvement proposedhere is to store not just the fitness value but the values of every func-tion that can contribute to the computation of the fitness function.
 Algorithm 1; Evaluation of fitness function using binary tree:search for the given design in the binary tree;if found then
 get the fitness function value from the binary tree;else
 perform exact analysis;end if
 IV. Response Surface ApproximationsThe procedure just described works well for purely discrete opti-
 mization problems where designs are completely described by dis-crete strings. In the case of mixed optimization problems wheredesigns include discrete and continuous variables, the solution
 becomes more complicated. If the continuous variables are alsodiscretized into a fine discrete set, the possibility of creating a childdesign that has the same discrete and continuous parts as one ofthe earlier designs diminishes substantially. In the worst case, if thecontinuous design variables are represented as real numbers, whichis the approach used in most recent research work, it may not bepossible to create a child design that has the exact same real part asone of the parents, rendering the binary tree memory useless, andresult in many exact analyses even if the real part of the new childis different from one of the earlier designs by a minute amount.
 The main idea of the memory approach for problems with mixeddiscrete–continuous variables is to construct a response surface ap-proximation for every constraint function as a function of the contin-uous variables using historical data values and to estimate from thestored data whenever appropriate. The memory in this case consistsof two parts: a binary tree, which consists of the nodes that havedifferent discrete parts of the design, and a storage part at each nodethat keeps the continuous values and the corresponding constraintfunctions’ values. That is, each node contains several real arraysthat store the continuous variables’ values and their correspondingconstraint functions’ values. For the memory to be functional, it isnecessary to have accumulated a sufficient number of designs withdifferent continuous values for a particular discrete design point sothat the approximations can be constructed. Naturally, some of thediscrete nodes will not have more than a few designs with differentcontinuous values. However, it is possible that as the GA searchprogresses, promising discrete parts will start appearing repeatedlywith different continuous values. In this case, one will be able toconstruct good quality response surface approximations to the data.
 The response surface approximation approach is an extension ofthe previous work by the authors in which a spline-based approachwas used for only one continuous variable.5 An evolving databaseof continuous variable points is used in the current work to con-struct multivariate response surface approximations at those discretenodes that are processed frequently. The modified quadratic Shepardmethod is a local smoothing method used for the approximation ofscattered data for the cases of two and three independent continu-ous design variables (see Refs. 9–11). It has been suggested that themodified quadratic Shepard method overcomes the drawbacks of awell-known interpolation scheme given by Shepard.12 This methodmay be the best known among all scattered data interpolants for ageneral number of variables and has the advantage of numerical effi-ciency, stability, small storage requirements, and easy generalizationto more than two independent variables. It, therefore, seems to bethe most suitable candidate for handling a very large amount of dataand for use in the case of a high number of independent variables.
 In addition to building the multivariate approximations, it is im-portant to assess accuracy of the multivariate approximation at newcontinuous points that have not been encountered before, so that adecision may be made either to accept the approximation or performexact function evaluation. Based on the multivariate approximation,the proposed algorithm described by the following pseudocode isthen used to decide when to retrieve the constraint function valuesfrom the approximations and when to do an exact analysis and addthe new data point to the approximation database.
 For the description of the pseudocode, let v ∈ Zk be a k-dimensional integer design vector for the discrete space, x ∈ Em
 a real m-dimensional design vector for the continuous variables,g0(v, x) the corresponding objective function, g1(v, x), . . . , gp(v, x)the corresponding constraint functions, and f (v, x) the correspond-ing fitness value of the individual defined in terms of the constraintfunctions and the objective function.
 Define the symbol d ∈ E with subscripts to be a real distancecorresponding to a trust region radius about a specific point in thedatabase. Let D = (x (i)n
 i = 1, T0, T1, . . . , Tp) contain the set of nobserved exact analysis points and their corresponding informationwithin a given discrete node, where
 Tj =((
 I ji , g j
 (v, x (I ji )
 ), d ji
 )c j
 i = 1, c j , r j
 )is the data set associated with the j th constraint function, I ji is theindex pointing to the global design data set x (i)n
 i = 1, g j (v, x(I ji )) is
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 the value of the j th constraint, d ji is the corresponding trust regionradius, c j is the counter indicating the number of points in the designdata set corresponding to the j th constraint, and
 r j =∣∣∣ max
 1 ≤ i ≤ c j
 g j
 (v, x (I ji )
 ) − min1 ≤ i ≤ c j
 g j
 (v, x (I ji )
 )∣∣∣is the difference between the current maximum and minimum valuesof the j th constraint. Components of the tuples D and Tj are denotedby subscripts, for example, (Tj )1 is the first component of Tj . Finally,each node in the binary tree memory structure records a tuple ofthe form (v, D). The pseudocode, with comments in brackets, forprocessing a candidate individual (v, x) is defined by Algorithms2 and 3:
 Algorithm 2; Evaluation of fitness function using binary tree and m-dimensional approximations to the constraint functions, case where vis not found in the tree:
 if v is not found in the tree thenevaluate g0(v, x), . . . , gp(v, x);evaluate f (v, x); n := 1; x (1) := x ;for j = 0 to p do
 c j := 1; r j := 0.0; I j1 := 1; d j1 := 0.0;Tj := ((I ji , g j (v, x (I ji )), d ji )c j
 i=1, c j , r j );end forD := (x (i)n
 i=1, T0, T1, . . . , Tp); add a node corresponding to (v, D);return f (v, x);
 end ifAlgorithm 3 (continuation of Algorithm 2); Evaluation of fitness function using binary tree and m-dimensional approximations to the
 constraint functions, case where v is found in the tree:if v is found in the tree then
 for j = 0 to p doif B( j, v, x) then
 evaluate g j (v, x);else
 if c j < cminj then
 [add new point x to database]evaluate g j (v, x); D1 := D1 ∪ x; n := |D1|; x (n) := x ; c j := c j + 1;(Tj )1 := (Tj )1 ∪ (n, g j (v, x), 0.0); I jc j := n;r j := | max1 ≤ i ≤ c j g j (v, x (I ji )) − min1 ≤ i ≤ c j g j (v, x (I ji ))|;
 elseconstruct s j (x) using the data in(x (I ji ), g j (v, x (I ji )))c j
 i = 1;define k and d∗ byd∗ := d jk − ‖x − x (I jk )‖ = max1 ≤ i ≤ c j d ji − ‖x − x (I ji )‖;if d∗ ≥ 0.0 and |g j (v, x (I jk )) − s j (x)| < δ j r j then
 [accept approximation as good enough]g j (v, x) := s j (x);
 elseevaluate g j (v, x);D1 := D1 ∪ x; n := |D1|; x (n) := x ;c j := c j + 1;[update trust region radius for x]if |g j (v, x) − s j (x)| > ε j then
 d jc j := 0.0;else
 d jc j := mind0j , ‖x − x (I jk )‖; d jk := d jc j ;
 end if[update node database with information for x](Tj )1 := (Tj )1 ∪ (n, g j (v, x), d jc j ); I jc j := n;r j := | max1 ≤ i ≤ c j g j (v, x (I ji )) − min1 ≤ i ≤ c j g j (v, x (I ji ))|;
 end ifend if
 end ifend forevaluate f (v, x) using g0(v, x), . . . , gp(v, x);return f (v, x);
 end if
 B( j, v, x) is a Boolean function intended to provide the optionof bypassing the algorithm’s normal logic, if dictated by a prioriknowledge about the function g j or individual (v, x). The parame-ters cmin
 j [minimum number of data points required to construct theapproximation s j (x) to g j (v, x), determined in the present work bythe requirements of Shepard’s algorithm] are defined separately foreach constraint function, and their values are based on the functioncomplexity and approximation method used for the constraint func-tion. The algorithm uses three real user-specified parameters, d0, δ,and ε, all indexed by j . The parameter d0 > 0 is an upper bound onthe trust region radius about each sample point x (i). The parameterδ is chosen to satisfy 0 < δ < 1 and, in higher dimensions, protectsagainst large variations in f in unsampled directions. Finally, the
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 parameter ε > 0 is the selected acceptable approximation accuracyand is based solely on engineering considerations.
 V. Local ImprovementLocal improvement is essentially an addition to improve the per-
 formance of the GA with memory binary tree and separate multi-variate approximations. The effectiveness of local improvement wasshown in previous work.5,6 The values of the continuous variablesat a given discrete node are either randomly assigned or obtainedthrough the GA operations. If explicit multivariate approximationsfor all constraint functions are available at a given node, it is possi-ble to generate good candidates for the continuous design variablesfor the next child at that node thorough local optimization ratherthan depending on random actions from the GA operators. Afterconstruction of all initial approximations gi of gi , one can easilyfind the approximate fitness function f (x) whose evaluations donot require any exact function evaluations. Next it is possible to findthe design vector x∗ that optimizes the approximate function f (x)in some compact subset ⊂ Em containing the real data points x(i)
 associated with that node. This optimal x∗ vector is stored at thediscrete node in addition to the rest of the database D. If, in futuregenerations, a discrete node that has a stored x∗ vector is reachedthrough the GA operations on the discrete part v of the design, then,rather than performing crossover or mutation on the real part, (v, x∗)is used as the child design for the next generation. This child designis treated like the other new designs in the child population to whichAlgorithm 2 is applied to avoid exact analysis. In an effort to reducepremature convergence, the local improvement procedure is appliedwith some probability.
 VI. Design Optimization ProblemThe design of a fiber-reinforced composite lattice shell with spec-
 ified radius, length, and axial load level is considered as a demon-stration problem for the procedure described. Such shells supportedby a lattice have been considered as a replacement to solid shells,stiffened shells, and honeycomb structures.13−15 Consider a latticecylindrical shell loaded with compressive axial load P . In general,proper design would involve determination of rib parameters (di-mension of cross section, material, spacing, and orientation angleϕ), skin parameters (the number of layers, their materials, thick-nesses, and orientation angles θk) that satisfy strength and stabilityconstraints while minimizing the weight of the shell. Constraintsconsidered include rib strength constraint g1, skin strength con-straint g2, rib local buckling constraint g3, and general bucklingconstraint g4. All constraint equations are based on the lattice cylin-drical shell model developed by Bunakov and Protasov,16 Belousovand Bunakov,17 and Bunakov.18
 The mixed optimization problem considered here operates onthree design variables v, x1, and x2. The discrete variable is thestacking sequence encoding of the skins, v = (v1, . . . , vk), wherek is an implicit design variable dictated by the number of layersin the skin stacking sequence and vi is the integer encoding forthe i th fiber angle θi . We shall restrict our consideration to twocontinuous design variables, namely, the helical rib height, x1 = h,and the orientation angle of helical ribs with respect to the axialdirection, x2 = ϕ. The optimization problem can be formulated asfinding the stacking sequences of the skins, the angle of helical ribs,and the helical rib height to minimize the mass of the shell, g0, andsatisfy all constraints. The set of design variables is expressed as avector τ = (v, x1, x2). The optimization problem can be written as
 minτ
 g0(τ ) (1)
 such that rib strength, skin strength, rib local buckling, and generalshell buckling are, respectively,
 g1(τ ) ≥ 0, g2(τ ) ≥ 0, g3(τ ) ≥ 0, g4(τ ) ≥ 0
 and where
 h ∈ [hmin, hmax], ϕ ∈ [ϕmin, ϕmax]
 θi ∈ 0, ±45, 90 (i = 1, . . . , k)
 k ∈ [kmin, kmax]
 where hmin and hmax are the lower and upper bounds of the rib height,ϕmin and ϕmax are the lower and upper bounds of the angle of helicalribs, θi is the ply orientation angle (in degrees) in the i th skin ply, kis the total number of skin plies, and kmin and kmax are minimum andmaximum possible values of k. The preceding problem may not bea realistic composite design formulation, but it is used instead of acompletely artificial constrained optimization problem. A standardlaminate optimization typically includes additional constraints suchas ply contiguity, interlaminar stress, core strength, etc.
 The constrained optimization problem is transformed into anunconstrained maximization problem using a penalty function ap-proach. The critical constraint is defined as
 gcr(τ ) = min1 ≤ i ≤ 4
 gi (τ ) (2)
 Note that min/max functions such as gcr are typically nonsmooth andare much harder to approximate directly than are their constituentfunctions gi . The fitness function f to be maximized is defined as
 f (τ ) =−g0(τ ) + αgcr(τ ), gcr(τ ) ≥ 0
 −g0(τ ) + βgcr(τ ), gcr(τ ) < 0 (3)
 where α is a bonus parameter and β is a user-defined penalty pa-rameter.
 VII. ResultsA cylindrical lattice shell considered in this study is made of
 fiberglass–epoxy composite material with density ρ = 1600 kg/m3.The shell radius and length are R = 0.7 m and L = 1.8 m, respec-tively. The specified axial compressive load is P = 106 N/m. Theshell has external and internal skins made of T300/5208 graphite–epoxy unidirectional plies with basic ply thickness h0 = 0.125 mm.The material properties of the skin plies are given in Table 1. Thelattice shell has ±ϕ unidirectional helical ribs with elastic modulusE = 45 GPa and shear modulus G = 1 GPa. The ribs have initialrectangular cross sections of width b = 4 mm and height h. The he-lical rib spacing is a = 40 mm. The compressive strength of ribs isσ r
 max = 240 MPa. The possible ranges for the design variables aregiven in Table 2.
 A. GA ParametersThe values of the GA parameters used in the experiments are
 shown in Table 3. The GA stopping condition is a limit on the total
 Table 1 Material propertiesof skin (T300/5208)
 Parameter Value
 StiffnessE1 181.0E2 10.3G12 7.17ν12 0.28
 StrengthXt 1500.0Yt 40.0Xc 1500.0Yc 246.0S 68.0
 Table 2 Ranges for design variables
 Design variable Range
 h ∈ [hmin, hmax] [0.001, 0.1], mϕ ∈ [ϕmin, ϕmax] [5, 85], degθk , k = 1, n 0, ±45, 90, degn ∈ [nmin, nmax] [2, 14]
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 Table 3 GA parameters used in experiments
 Parameter Value
 Selection type ElitistMaximum number of generations 25,000Population size 20Laminate chromosome length, λ 7Crossover type
 Laminate chromosomes One-pointGeometry chromosomes Uniform
 Probability of crossover, pcLaminate chromosomes 1.0Geometry chromosomes 1.0
 Probability of mutation, pmLaminate chromosomes 0.05Geometry chromosomes 0.01
 Bonus parameter α 0.0Penalty parameter β 10.0
 Table 4 Best-known optimaldesign using standard GA
 Parameter Value
 n0e 113,615
 x1 0.0100x2 62.8192va 1100000g0 22.0723jcr 2gcr 0.0f −22.0723
 aInteger encodings 1, 0 in v mean0 deg and no ply, respectively.
 Table 5 Efficiency of multivariate approximations
 g ni ne ξ , % ζ , % E
 g1 23,168 3383 84.88 97.02 9.2915E−03g2 23,168 3058 86.28 97.31 1.0860E−05g3 23,168 3931 82.39 96.54 3.2553E−01g4 23,168 3410 84.78 97.00 3.8846E−04
 number of fitness function evaluations conducted by the standardGA, (n0
 e)max = 500,000. The best known global optimal design ob-tained by the standard GA is presented in Table 4. Table 4 gives theaverage number n0
 e of exact analyses of individuals from 10 runs, thecontinuous design variables x1 and x2, the discrete design variablev, the objective function value g0, the critical constraint numberjcr, the critical constraint value gcr, and fitness function value f .This design was obtained in an average of about 113,615 functionevaluations by the standard GA.
 B. Effect of GA ImprovementsThe results presented in this section focus on the ability of the pro-
 posed algorithm to save computational time during GA optimizationwith the multivariate approximation used as a memory device. Thebest design is identical to the results presented in Table 4 for thebaseline algorithm. The performance of the GA with the multivari-ate approximation is presented in Table 5, which shows averagesfrom 10 runs with the prescribed parameters ε = 0.01, δ = 0.1, andd0 = 0.5. Table 5 shows the average number of attempts to evaluateconstraint functions ni , the average number of exact analyses ne,the average percent savings ξ in terms of constraint function evalu-ations, the average percent savings ζ in terms of constraint functionevaluations as compared with the standard GA result reported inTable 4, and the mean absolute error E due to the approximations.The average percent savings ξ in terms of number of constraintfunction evaluations is defined by
 ξ = 1
 r
 r∑k = 1
 [1 − (ne)k
 (ni )k
 ]× 100% (4)
 where r is the number of the runs. The average percent savings ζin terms of constraint function evaluations as compared with thestandard GA is defined by
 ζ = 1
 r
 r∑k = 1
 (1 − (ne)k
 n0e
 )× 100% (5)
 The average mean absolute error E is defined as
 E = 1
 r
 r∑k = 1
 (1
 ns
 ns∑i = 1
 |g(xi ) − s(xi )|)
 k
 (6)
 where ns = ni − ne is the total number of acceptable approximateevaluations for the given constraint. This error is computed everytime that the algorithm decides to extract an approximation of theconstraint value without an exact analysis.
 The results of the experiments in Table 5 show that the cost of theGA with continuous variables could be reduced up to 97% relativeto the standard GA by using the approximation procedure. The re-sults shown in Table 5 are for the same problem presented in Ref. 6with very minor changes in the overall dimensions of the cylindricalshell. Compared to the improvements achieved in Ref. 6, in whichthe percent savings in terms of number of exact fitness evaluationscompared to the standard GA was at most 86% (Table 9 of Ref. 6),the superiority of the approach proposed here is evident. Moreover,for the problem considered, the computation of the fitness functionsis not very expensive in terms of CPU time. However, for realis-tic problems in which evaluation of the objective and/or constraintfunctions may require large finite element analysis models, the com-putation effort spent on evaluating the fitness function far exceedsthat of the memory tree and approximation constructions. There-fore, the approach developed here has great potential for problemswith expensive fitness functions.
 Table 6 contains information about the problem design space.Table 6 includes the laminate chromosome length λ, the number ofthe possible alphabet elements q, the maximum number of nodesin the binary tree, that is, the number of all possible combinations,Nmax; the actual average number of nodes in the binary tree, Nt ;the average number of nodes containing at least one working ap-proximation, Na ; and the average number of design points used toconstruct approximations in all nodes of the binary tree, Np: TheGA with memory converges fast and uses about 8% of all availablebinary tree nodes to obtain the optimal solution.
 The mean absolute error E due to the approximation and the sav-ings ξ in terms of the number of constraint evaluations for differentvalues of the parameters ε and δ with d0 = 0.5 for all constraintfunctions are shown in Table 7. It is possible to further enhance theperformance of the algorithm by a more precise tuning of its pa-rameters. Table 7 shows the expected trends; both average savingsξ and average absolute error E increase as either ε or δ increases.
 Table 8 shows the performance of the GA with separate con-straint approximations and local improvement. The local improve-ment procedure is a quasi-Newton optimization method. In an effortto reduce premature convergence of the GA, the local improvementprocedure is applied with probability 0.5. As expected, the GA withapproximations and local improvement converges faster in terms ofnumber of fitness function evaluations than the GA with just theseparate constraint approximations. Both algorithms with separate
 Table 6 Design space for GAwith multivariate approximation
 Parameter Value
 λ 7q 3Nmax 3280Nt 272Na 20Np 8101
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 Table 7 Average percent savings ξ and average error of multivariate approximations E asfunctions of parameters ε and δ with d0 = 0.5
 g1 g2 g3 g4
 δ ξ , % E ξ , % E ξ , % E ξ , % E
 ε = 0.0010.1 42.23 1.50E−03 44.38 3.14E−06 32.15 3.82E−03 41.23 1.21E−050.5 45.54 1.57E−03 55.16 3.26E−06 34.15 3.64E−02 51.26 1.68E−051.0 60.06 2.05E−03 62.35 4.28E−06 60.12 4.22E−02 58.14 1.95E−04
 ε = 0.0050.1 76.65 2.36E−03 64.29 6.25E−06 65.27 4.26E−02 69.26 2.68E−040.5 77.26 5.26E−03 68.25 8.26E−06 71.26 4.59E−02 76.65 2.57E−041.0 78.96 6.27E−03 70.15 1.03E−05 74.92 6.26E−02 82.64 3.26E−04
 ε = 0.010.1 84.88 9.29E−03 86.28 1.09E−05 82.39 3.26E−01 84.78 3.88E−040.5 85.16 1.02E−02 86.31 3.49E−05 82.69 6.26E−01 85.06 6.57E−041.0 85.21 8.27E−02 86.65 5.32E−05 82.98 8.26E−01 85.65 8.27E−04
 Table 8 Efficiency of multivariate approximations and localimprovement with ε= 0.01, δ = 0.1, and d0 = 0.5
 g ni ne ξ , % ζ , % E
 g1 10,761 2094 80.54 98.16 3.4354E−02g2 10,761 1932 82.05 98.30 1.0475E−02g3 10,761 2346 78.20 97.94 1.1426E−01g4 10,761 2105 80.44 98.15 2.4638E−02
 constraint approximations demonstrate good convergence in com-parison with the standard GA and noticeably decrease the numberof exact analyses. However, note that the mean absolute error isincreased for the results with the local improvement procedure. Atradeoff analysis between the acceptable approximation accuracyand the overall modified GA performance is indicated.
 VIII. ConclusionsModifications of the standard GA to save previously computed
 fitness values provide significant performance improvement. A GAwith memory along with multivariate approximations of the objec-tive and constraint functions individually was applied to the problemof weight minimization of a lattice shell with mixed discrete and con-tinuous design variables. The use of memory based on a binary treefor the discrete part of the design variables avoids repeating analysesof previously encountered designs. The multivariate approximationfor continuous variables saves unnecessary exact analyses for pointsclose to previous values.
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