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            Appearance-Based Virtual View Generation of Temporally-Varying Events from Multi-Camera Images in the 3D Room Hideo Saito, Shigeyuki Baba, Makoto Kimura, Sundar Vedula, Takeo Kanade Robotics Institute Carnegie Mellon University Pittsburgh, PA 15213, USA Abstract In this paper, we present an “appearance-based” virtual view generation method for temporally-varying events taken by multiple cameras of the “3D Room”, developed by our group. With this method, we can generate images from any virtual view point between two selected real views. The vir- tual appearance view generation method is based on simple interpolation between two selected views. The correspon- dence between the views are automatically generated from the multiple images by use of the volumetric model shape reconstruction framework. Since the correspondences are obtained by the recovered volumetric model, even occluded regions in the views can be correctly interpolated in the virtual view images. The virtual view image sequences are presented for demonstrating the performance of the virtual view image generation in the 3D Room. 1. Introduction The technology of 3D shape reconstructionfrom multiple view images has recently been intensely researched, mainly because of advances of computation power and capacity of data handling. Research in 3D shape reconstruction from multiple view images has conventionally been applied in robot vision and machine vision systems, in which the re- constructed 3D shape is used for recognizing the real scene structure and object shape. For those kinds of applications, the 3D shape itself is the target of the reconstruction. New applications of 3D shape reconstruction have re- cently been introduced, one of which is arbitrary view gen- eration from multiple view images. The new view images are generated by rendering pixel colors of input images in accordance with the geometry of the new view and the 3D structure model of the scene. The 3D shape reconstruction techniques can be applied to recover the 3D model that is used for generating new views. Such a framework for gen- erating new views via recovery of a 3D model is generally called as “model-based rendering”. On the contrary, image-based rendering (IBR) has re- cently been developed for generating new view images from multiple view images without recovering the 3D shape of the object. Because IBR is essentially based on 2D image processing (cut, warp, paste, etc.), the errors in 3D shape reconstruction do not affect the quality of the generated new images as much as for model-based rendering. This implies that the quality of the input images can be well preserved in the generated new view images. In this paper, we present an a virtual view genera- tion method based on the IBR framework for temporally- varying events taken by multiple camera images of the “3D Room”[10], which we have developed for digitizing dy- namic events, as is and in their entirety. With this method, we can generate images from any virtual appearance view- point which is specified by the relative position of the view points of input images. This way of specifying the virtual view point is not controlled by the explicit 3D position in the object space, but rather by location relative to the input cameras. The virtual appearance views are generated in accordance with the correspondence between images. Even though the image generation procedure is based on a simple 2D im- age morphing process, the generated virtual view images reasonably represent 3D structure of the scene because of the 3D structure information included in the correspondence between the images. The correspondence between images are automatically detected by the 3D reconstruction algo- rithm [14] which we developed for our previous multiple camera systems. The 3D structure recovery helps to avoid the occlusion problem between the images used to generate virtual view images. We demonstrate the performance of the proposed frame- work for virtual view generation from multiple cameras by showing several virtual image sequences of a dynamic event. 
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Appearance-Based Virtual View Generation of Temporally-Varying Eventsfrom Multi-Camera Images in the 3D Room
 Hideo Saito, Shigeyuki Baba, Makoto Kimura, Sundar Vedula, Takeo KanadeRobotics Institute
 Carnegie Mellon UniversityPittsburgh, PA 15213, USA
 Abstract
 In this paper, we present an “appearance-based” virtualview generation method for temporally-varying events takenby multiple cameras of the “3D Room”, developed by ourgroup. With this method, we can generate images from anyvirtual view point between two selected real views. The vir-tual appearance view generation method is based on simpleinterpolation between two selected views. The correspon-dence between the views are automatically generated fromthe multiple images by use of the volumetric model shapereconstruction framework. Since the correspondences areobtained by the recovered volumetric model, even occludedregions in the views can be correctly interpolated in thevirtual view images. The virtual view image sequences arepresented for demonstrating the performance of the virtualview image generation in the 3D Room.
 1. Introduction
 The technology of 3D shape reconstruction from multipleview images has recently been intensely researched, mainlybecause of advances of computation power and capacity ofdata handling. Research in 3D shape reconstruction frommultiple view images has conventionally been applied inrobot vision and machine vision systems, in which the re-constructed 3D shape is used for recognizing the real scenestructure and object shape. For those kinds of applications,the 3D shape itself is the target of the reconstruction.
 New applications of 3D shape reconstruction have re-cently been introduced, one of which is arbitrary view gen-eration from multiple view images. The new view imagesare generated by rendering pixel colors of input images inaccordance with the geometry of the new view and the 3Dstructure model of the scene. The 3D shape reconstructiontechniques can be applied to recover the 3D model that isused for generating new views. Such a framework for gen-
 erating new views via recovery of a 3D model is generallycalled as “model-based rendering”.
 On the contrary, image-based rendering (IBR) has re-cently been developed for generating new view images frommultiple view images without recovering the 3D shape ofthe object. Because IBR is essentially based on 2D imageprocessing (cut, warp, paste, etc.), the errors in 3D shapereconstruction do not affect the quality of the generated newimages as much as for model-based rendering. This impliesthat the quality of the input images can be well preserved inthe generated new view images.
 In this paper, we present an a virtual view genera-tion method based on the IBR framework for temporally-varying events taken by multiple camera images of the “3DRoom”[10], which we have developed for digitizing dy-namic events, as is and in their entirety. With this method,we can generate images from any virtual appearance view-point which is specified by the relative position of the viewpoints of input images. This way of specifying the virtualview point is not controlled by the explicit 3D position inthe object space, but rather by location relative to the inputcameras.
 The virtual appearance views are generated in accordancewith the correspondence between images. Even though theimage generation procedure is based on a simple 2D im-age morphing process, the generated virtual view imagesreasonably represent 3D structure of the scene because ofthe 3D structure information included in the correspondencebetween the images. The correspondence between imagesare automatically detected by the 3D reconstruction algo-rithm [14] which we developed for our previous multiplecamera systems. The 3D structure recovery helps to avoidthe occlusion problem between the images used to generatevirtual view images.
 We demonstrate the performance of the proposed frame-work for virtual view generation from multiple cameras byshowing several virtual image sequences of a dynamic event.
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9 cameras on the ceiling
 10 cameras on each wall (40 in total)
 Figure 1. Camera placement in the 3D Room.
 Figure 2. Panoramic view of the 3D Room.
 2. Related works
 Recent research in both computer vision and graphics hasmade important steps toward generating new view images.This work can be broken down into two basic groups: gen-erating new view images from 3D structure models thatare reconstructed from range images (so called “model-based rendering”), and generating new view images directlyfrom multiple images (so called “image-based rendering”).3D structure reconstruction using volumetric integration ofrange images, such as Hilton et. al. [7], Curless and Levoy[3], and Wheeler et. al. [21], led to several robust approachesto recovering global 3D geometry. Most of this work relieson direct range-scanning hardware, which is relatively slowand costly for a dynamic multiple sensor modeling system.Our method does not use a range-scanner but applies image-based stereo for generation of range images [14]. Debevecet. al. [5] use a human editing system with automatic modelrefinement to recover 3D geometry and a view-dependenttexture mapping scheme to the model. This structure recov-ery method does not map well to our objectives because ofthe human modeling time.
 Image-based rendering has also seen significant devel-opment. Katayama et. al. demonstrated that images froma dense set of viewing positions on a plane can be directlyused to generate images for arbitrary viewing positions [11].
 SynchronizationSignal Generator
 Time CodeGenerator
 TCT: Time Code Translator
 TCT
 TCT
 TCT
 S-VideoVideoDigitizer
 Main Memory
 CPU
 HDD
 PCI
 Digitizing PC 1
 TCT
 TCT
 TCT
 S-VideoVideoDigitizer
 Main Memory
 CPU
 HDD
 PCI
 Digitizing PC 2
 TCT
 TCT
 TCT
 S-VideoVideoDigitizer
 Main Memory
 CPU
 HDD
 PCI
 Digitizing PC n
 ControlPC
 Figure 3. The digitization system of the 3DRoom consists of 49 synchronized cameras,one time code generator, 49 time code trans-lators, 17 Digitizing PCs and one Control PC.
 Levoy and Hanrahan [12] and Gortler et al. [6] extend thisconcept to construct a four-dimensional field representingall light rays passing through a 3D surface. New view gen-eration is posed as computing the correct 2D cross sectionof the field of light rays. A major problem with these ap-proaches is that thousands of real images may be requiredto generate new views realistically, therefore making theextension to dynamic scene modeling impractical. Viewinterpolation [2, 20] is one of the first approaches that ex-ploited correspondences between images to project pixelsin real images into a virtual image plane. This approachlinearly interpolates the correspondences, or flow vectors,to predict intermediate viewpoints. View morphing [16] isan extension of image morphing [1], that correctly handlesthe 3D geometry of multiple views. The method presentedin our paper is based on this view interpolation framework.
 There are other bodies of work involvingmultiplecamerasystems. Our group has developed a system using a numberof cameras for digitizing whole real world events including3D shape information of dynamic scenes [9, 14, 19]. Daviset. al. [4] have developed a multiple camera system forhuman motion capturing without any sensors on the humanbody. Jain et. al. [8] proposed Multiple Perspective

Page 3
						

3D Shape ModelSequence
 Volume
 Merging
 Image Sequence Depth Sequence
 Multi-
 Baseline
 StereoCorrespondence
 Selection of Views
 ViewInterpolation
 SelectedView Images
 InterpolatedVirtual ViewImage Sequence
 Figure 4. Overview of the procedure for generating virtual view images from multiple camera in the3D Room.
 Interactive (MPI) Video, which attempts to give viewerscontrol of what they see, by computing 3D environments forview generation by combining a priori environment modelsand the dynamic pre-determined motion models. Even inthe single camera case, 3D structure recovery from a movingcamera involves using a number of images around the object[15, 17].
 3. The 3D room
 The “3D room” is a facility for “4D” digitization - captur-ing and modeling a real time-varying event into computersas 3D representations which depend on time (1D). On thewalls and ceiling of the room, a large number of camerasare mounted, all of which are synchronized with a commonsignal. Our 3D Room [10] is 20 feet (L)� 20 feet (W)� 9feet (H). As shown in figures 1 and 2, 49 cameras are cur-rently distributed inside the room : 10 cameras are mountedon each of the four walls, and 9 cameras on the ceiling. APC cluster computer system (currently 17 PCs) can digitizeall the video signals from the cameras simultaneously inreal time as uncompressed and lossless color images at fullvideo rate (640� 480� 2� 30 bytes per seconds). Figure3 shows the diagram of the digitization system. The imagesthus captured are used for generating the virtual view imagesequences in this paper.
 4. Appearance-based virtual view generationfrom multiple camera images
 Figure 4 shows the overview of the procedure for gen-erating virtual view images from multiple image sequences
 collected in the 3D Room.The input image sequences provide depth image se-
 quences by applying multiple baseline stereo frame byframe. The depth images of all cameras are merged intoa sequence of 3D shape models, using a volumetric mergingalgorithm.
 For controlling the appearance-based virtual view pointin the 3D Room, two interpolating cameras are selected.The intermediate images between the selected two imagesare generated by interpolation of the selected images fromthe correspondence between the images. The correspondingpoints are computed by using the 3D shape model. Theweightingvalue between the images controls the appearanceof the virtual view point.
 In this way, virtual view image sequences can be gener-ated. In the following subsections, we explain the details ofthe procedure.
 4.1. 3D shape model computation
 Multiplebaseline stereo (MBS) [13] is employed for obtain-ing a depth image for every camera in the 3D Room. Some(2-4) neighboring cameras are selected for computing theMBS of every camera. All the depth images for all camerasare merged to generate the volumetric model.
 This volumetric merging generates a 3D shape model ofthe object that is represented by a trianglemesh. The volumeof interest is specified during the volumetric merging so thatonly the objects of interest can be extracted. An exampleof the reconstructed 3D shape model in, as a triangle meshrepresentation is shown in figure 5.
 For reconstructing the 3D shape models from multipleimages, each camera has to be fully calibrated prior to the
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Figure 5. An example of the reconstructed 3Dshape model, using a triangle mesh represen-tation. The number of triangles in the meshis 10,000.
 reconstruction procedure. We use Tsai’s camera calibrationmethod [18], which calculates six degrees of freedom ofrotation and translation for extrinsic parameters, and fiveintrinsic parameters which are focal length, aspect ratio ofpixel, optical center position, and first order radial lens dis-tortion.
 To estimate the camera parameters of all cameras, weput point light sources (LEDs) in the volume of interest, andcapture images fromall cameras. The placement of the pointlight sources in the volume of interest is shown in figure 6,where the plate that has 8�8 LEDs at an interval of 300mmis placed at 5 vertical positions, displaced300mm fromeachother. The images of these point light sources provide therelationship of the 3D world coordinates to the 2D imagecoordinates for every camera. The camera parameters areestimated from this relationship by a non-linear optimization[18].
 4.2. Correspondence from 3D model
 The 3D shape model of the object is used to compute cor-respondences between any pair of views. Figure 7 showsthe scheme for making correspondences inaccordance withthe 3D shape model. For a point in view 1, the intersectionof the pixel ray with the surface of the 3D model is com-puted. The 3D position of the intersecting point is projectedonto the other image, view 2. The projected point is thecorresponding point of the pixel in view 1.
 In figure 7, the ray of the pointa intersects the surface at
 300mm
 8 points
 8points
 5 planes
 Point Light Sources (LEDs)
 Figure 6. Placement of point light sources forcalibration of every camera in the 3D Room.
 A
 a
 a
 s
 a'
 a'
 NoCorrespondence Reconstructed
 3D Shape Model
 View 1 View 2
 da
 d'a
 Figure 7. The scheme for making correspon-dences in accordance with a 3D shape model.
 A, and is then projected onto the pointa0. In this case, thepointa0 in view 2 is the corresponding point for the pointa
 in view 1.If there is no intersection on the surface (like the points
 in view 1), the pixel does not have any corresponding point.For each point that has corresponding point, the disparity
 vector of correspondence is defined. The disparity vectorda
 for the pointa is the flow vector froma to a0. The disparityvectord0
 a for the pointa0 is the flow vector froma0 to a.
 4.3. Virtual view generation
 For controlling the appearance-based virtual view point inthe 3D Room, two cameras are selected initially. The inter-mediate images between the selected two images are gener-
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View 1 View 2
 Occluded Surface
 OcclusionRegion
 a b'
 b
 a b' :pseudo correspondence
 cc'
 b b':consistent correspondence
 c c':consistent correspondence
 A
 A
 C
 C
 B
 B
 Figure 8. Consistent correspondence andpseudo correspondence. As the point a is inan occluded region, there is no correspond-ing point in view B. The pseudo correspon-dence from the point a is provided by the 3Dshape of the object, by virtually projecting thesurface point onto the view B (representedas b’). The point b’ is not only the pseudocorresponding point from a, but also the realcorresponding point from b in the view A.
 ated by interpolation of the selected images from the corre-spondence between them. The correspondence is computedby using the 3D shape model as described above. Theweighting value between the images controls the virtualview point in the sense of the appearance.
 The interpolation is based on the related concepts of“view interpolation” [2] and “view morphing” [1], in whichthe position and color of every pixel are interpolated fromthe corresponding points in two images. The followingequations are applied to the interpolation:
 Pi = w1P+ w2P0; (1)
 Ii(Pi) = w1I(P) + w2I0(P0); (2)
 wherew1 + w2 = 1;
 P andP0 are the position of the corresponding points inthe two views (view 1 and view 2),I(P) andI 0(P0) are the
 colors of the corresponding points, andPi andI(Pi) are theinterpolated position and color. The interpolationweightingfactors are represented byw1 andw2 (w1 + w2 = 1).
 This interpolation method requires consistent correspon-dence between two images. However, there is the case thatsome regions in one image cannot be seen in another image,as shown in figure 8. In this case, interpolation of the colorbetween two views by the method described by equations(1) and (2) is impossible. As a result, there is no descrip-tion of the color of the occlusion region in the generatedinterpolated images.
 To avoid such problems in view interpolation, we intro-duce the concept of a “pseudo corresponding point” whichcan be computed for the 3D shape of the scene. In figure 8,a pointa in view 1 is re-projected ontob0 in view 2 by usingthe reconstructed shape, even though the point on the objectsurface cannot be seen in view 2. The pointb0 is the pseudocorresponding point fora, that corresponds toa only in thegeometrical sense. The pseudo corresponding point enablesthe interpolationof the position by applying the equation (1)for occluded points. The interpolation of the color is stillimpossible because the color of the pseudo correspondingpoint is not actually corresponding in terms of the color ofthe image. Accordingly, the color is not interpolated forthe pseudo correspondence, but just selected to be the colorof the occluded point. This is expressed by the followingequation.
 Ii(Pi) =
 8<:
 I(P) if P is not seen in view 2
 I 0(P0) if P0 is not seen in view 1(3)
 By using the pseudo corresponding point, we can gen-erate intermediate view images without missing parts ofocclusion regions.
 Pseudo corresponding points can be detected only if the3D structure of the scene is available. This suggests that 3Dshape reconstruction plays an important role in view inter-polation between two views, even though the interpolationprocedure involves only 2D image processing without anyconcept of a 3D structure.
 In figure 9, theeffect of the pseudo correspondence is pre-sented. If only the two input images are given without any3D shape information, the points in the occlusion regions inview 1 (circled areas) cannot have any corresponding points,because no information is available for making the pointsin the occlusion regions that correspond to the image ofthe view 2. Therefore, the colors in the occlusion regioncompletely vanish in the interpolated view images as shownin figure 9(a). On the contrary, the complete 3D shapemodel, which is reconstructed by the volumetric merging ofthe depth images at all cameras, enables us to compute thepseudo correspondence even for the occlusion region. Be-cause of the pseudo correspondences, the occlusion region
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can be successfully interpolated in the virtual view as shownin figure 9(b).
 4.4. View interpolation algorithm
 For implementing the interpolation by the pseudo correspon-dence, we take the two-step algorithm, where two warpedimages of two interpolating real images are first generated inaccordance with the disparity of correspondence, and thenthe two warped images are blended. Figure 10 shows thisalgorithm.
 As described in section 4.2, disparity vector imagesd(u; v) andd0(u; v) are computed for two interpolating im-agesI(u; v) andI 0(u; v) of view 1 and view 2, respectively.For each interpolating image, the warped image is generatedby shifting the pixel in the weighted disparity vector. Therelation between the warped imagesIw(u; v) andI 0
 w(u; v)
 and input imagesI(u; v) andI 0(u; v) is
 Iw(u+ w1du(u; v); v + w1dv(u; v)) = I(u; v);
 I0
 w(u+w2d0
 u(u; v); v + w2d0
 v(u; v)) = I 0(u; v):(4)
 Since the disparity value is not limited to an integer but afloating point value, the shifted pixel can be placed on anypoint that is not coincident with the pixel sampling point.The color value on the pixel point is computed by bilinearlyinterpolating from the neighboring shifted color values.
 The two warped images are blended into the interpolatedimage of the two input imagesaccording to the followingequation.
 Ii(u; v) =
 8>>>>>>>><>>>>>>>>:
 w1I(u; v);
 if I(u; v) 6= 0 andI 0(u; v) = 0,
 w2I0(u; v);
 if I(u; v) = 0 andI 0(u; v) 6= 0,
 w1I(u; v) + w2I0(u; v); otherwise,
 (5)
 If a warped pixel color is shifted by the pseudo correspond-ing point, the color value is computed in only one warpedimage. This corresponds to the first two cases in this equa-tion.
 5. Examples of the virtual view
 The interpolated view images using various weightingfactors for the fixed instance are shown in figure 11. Thisdemonstrates that the virtual view smoothly moves as theweight factor is changed. As can be seen, the occlusionregions have successfully been interpolated in the virtualview images.
 View 1 View 2
 (b) Using pseudo correspondence
 (a) Without pseudo correspondence
 w w1 2=0.8, =0.2 w w
 1 2=0.6, =0.4
 Figure 9. Effect of the pseudo correspon-dence in view interpolation. If we only havetwo views, there is no way to compute the cor-respondences correctly for the occlusion re-gions in view 1 (circled areas). Therefore thecolors in this regions do not exist in the inter-polated view images (a). On the other hand,the 3D shape model provides the pseudo cor-responding points for the occlusion regionsin view 1. Therefore the colors in those re-gions appear in the interpolated view images(b).
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View 1 View 2
 Disparity ofCorrespondence
 Blending
 Warping
 Interpolated image
 Figure 10. Interpolation between two views.Each image is warped by the weighted dispar-ity of correspondences. The warped imagesare then blended for generating the interpo-lated image.
 Figure 12 shows the virtual view images for a dynamicevent. The real view images used for interpolation are alsoshown with the virtual view images. This figure also demon-strates that the occlusion region has correctly been interpo-lated in the image sequence.
 Figure 13 shows an example of virtual view image se-quence for a dynamic event modeled by multiple cameras.As seen in this figure, the virtual viewpoint can move be-tween multiple pairs of cameras for generating the longtrajectory of the virtual view.
 6. Conclusions and future work
 We have presented a method for virtual view image gen-eration from multiple image sequences collected in the 3DRoom. The virtual view generation method is based onview interpolation of two views from correspondences thatare provided by a volumetric model recovered from inputmultiple views. Occlusion regions can be interpolated usingthe pseudo correspondence information that represents onlygeometrical correspondence.
 This framework for virtual view generation falls into theIBR framework because we do not use 3D structure infor-mation directly at the image generation stage. However, thecorrespondence used for the generation cannot be obtainedwithout the 3D structure information which is recovered byvolumetric merging of the depth images provided by a Mul-tiple Baseline Stereo algorithm. In this sense, 3D recoveryis a significant component in generating new view imageseven if the generation procedure is based on 2D image pro-cessing.
 In the present method, we do not take intoaccount thegeometrical correctness of the interpolated virtual view be-cause we currently only use simple correspondences be-tween images. However, as Seitz et .al. [16] pointed out inview morphing, such simple correspondence interpolationcan not correctly interpolate the geometry of the views. Formore realistic new view generation, such correctness of thegeometry has to be considered also.
 We currently interpolatenew views from two views. Thismeans that the virtual camera can only move on the linebetween the views. We plan to extend our framework to theinterpolation of three camera views to make the virtual viewmove on the plane of these three cameras.
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 Figure 11. Generated virtual view images by interpolation of two real view images using variousweighting factors for the fixed instance. The virtual view smoothly moves as the weight factor ischanged. The occlusion regions (circled areas) have successfully been interpolated in the virtualview images.
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 Figure 12. Generated virtual view images for a dynamic event. The real view images used forinterpolation are also shown with the virtual view images. The occlusion region has correctly beeninterpolated in the image sequence.
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 Cam #7-#8
 Cam #8-#9
 Figure 13. Generated virtual view images for a dynamic event for four cameras(#7, #8, #9, #10).
 [3] B. Curless and M. Levoy,“A Volumetric Method for BuildingComplex Models from Range Images”,Proc.of SIGGRAPH‘96, 1996.
 [4] D.M.Gavrila and L.S.Davis, “3-D Model Based Tracking ofHumans in Action : Multi-View Approach”,Proc. ComputerVision and Pattern Recognition 96, pp. 73-80, 1996.
 [5] P. Debevec, C. Taylor, and J. Malik, “Modeling and Render-ing Architecture from Photographs: A Hybrid Geometry-and Image-based Approach”,Proc. of SIGGRAPH’96, 1996.
 [6] S.J. Gortler, R. Grzeszczuk, R. Szeliski, and M.F. Cohen,“The Lumigraph”,Proc. of SIGGRAPH’96, 1996.
 [7] A. Hilton, J. Stoddart, J. Illingworth, and T. Windeatt, “Reli-able Surface Reconstruction From Multiple Range Images”,Proc. of ECCV’96pp.117-126, 1996.
 [8] R. Jain and K. Wakimoto, “Multiple Perspective InteractiveVideo”, Proc. of IEEE Conf. on Multimedia Systems, 1995.
 [9] T. Kanade, P. W. Rander, and P. J. Narayanan, “VirtualizedReality: Constructing Virtual Worlds from Real Scenes”,IEEE MultiMedia, Vol.4, No.1, 1997.
 [10] Takeo Kanade, Hideo Saito, and Sundar Vedula, “The 3DRoom: Digitizing Time-Varying 3D Events by SynchronizedMultiple Video Streams”,CMU-RI-TR-98-34, 1998.
 [11] A. Katayama, K. Tanaka, T. Oshino, and H. Tamura, “A viewpoint dependent stereoscopic display using interpolation ofmulti-viewpoint images”,SPIE Proc.Vol.2409,StereoscopicDisplays and Virtual Reality Systems II, pp.11-20,1995.
 [12] M. Levoy and P. Hanrahan, “Light Field Rendering”,Proc.of SIGGRAPH’96, 1996.
 [13] M. Okutomi and T.Kanade, “A Multiple-Baseline Stereo”,IEEE Trans. on PAMI, Vol.15, No.4, pp.353-363, 1993.
 [14] P. J. Narayanan, P.W.Rander, and T.Kanade, “ConstructingVirtual Worlds using Dense Stereo”, Proc. ICCV ‘98, 1998.
 [15] M.Pollefeys, R.Koch, and L.V. Gool, “Self-Calibration andMetric Reconstruction in spite of Varying and Unknown In-ternal Camera Parameters”, Proc. ICCV98, pp.90-95, 1998.
 [16] S.M.Seitz and C.R.Dyer, “View Morphing”,Proc. of SIG-GRAPH’96, pp.21-30, 1996.
 [17] C.Tomasi and T.Kanade, “Shape and Motion from ImageStreams Under Orthography: A Factrization Method”,Int’lJ. Computer Vision, Vol.9, No.2, pp.137-154, 1992.
 [18] R. Tsai. “A Versatile Camera Calibration Technique for High-Accuracy 3D Machine Vision Metrology Using Off-the-Shelf Tv Cameras and Lenses”,IEEE Journal of Roboticsand Auto mationRA-3, 4, pp.323-344, 1987.
 [19] S.Vedula, P.W.Rander, H.Saito, and T.Kanade, “Modeling,Combining, and Rendering Dynamic Real-World EventsFrom Image Sequences”,Proc. 4th Conf. Virtual Systemsand MultiMedia, Vol.1, pp.326-332, 1998.
 [20] T. Werner, R. D. Hersch, and V. Hlavac, “Rendering Real-World Objects Using View Interpolation”, In IEEE Int’l Con-ference on Computer Vision:ICCV95, pp.957-962, 1995.
 [21] M.D. Wheeler, Y. Sato, and K. Ikeuchi, “Consensus sur-faces for modeling 3D objects from multiple range images”,DARPA Image Understanding Workshop, 1997.



					
LOAD MORE                                    

            


            
                
                

                

                
                
                                

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Kourosh MESHGI Yu- zhe  LI Shigeyuki OBA Shin- ichi  MAEDA and Prof. Shin ISHII

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Pyramidal Implementation of Lucas Kanade Feature Tracker

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Intro to Template Matching and the Lucas-Kanade Methodrtc12/CSE598C/LKintro.pdf · Intro to Template Matching and the Lucas-Kanade Method. CSE598C Robert Collins Appearance-Based

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            SHIVAJI UNIVERSITY, KOLHAPUR Course 205-Master of Science 2018/Entrance... · 8306 *kamble tejashree balaso 8307 kanade sudarshan madhukar 8308 *kanade tejaswini narahari 8309 khosepatil

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Image Registration & Tracking dengan Metode Lucas & Kanade

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Boya company catalogue - Vedula · Title: Boya company catalogue.pdf Author: Vedula Created Date: 10/16/2014 12:50:56 PM

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            The Conditional Lucas & Kanade Algorithmci2cv.net/media/papers/ChenHsuan-ECCV_2016_poster.pdf · The Conditional Lucas & Kanade Algorithm Chen-Hsuan Lin, Rui Zhu, and Simon Lucey

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Republic of Korea (South Korea): An approach using haplotype … · Weon-Gyu Khoc, Shigeyuki Kanoa, b a a, b c, Shigeyuki Kanoa, b JITMM 2009, Bangkok, 3-4, Dec, 2009 aResearch Institute,

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Lucas-Kanade 20 Years On: A Unifying Framework Part 1: The ... · 2 Background: Lucas-Kanade The original image alignment algorithm was the Lucas-Kanade algorithm [13]. The goal of

                            Documents
                        

                    

                                    
                        
                            
                                                            
                                                        

                        
                        
                            Schneiderman Kanade Viola Jones Presentation

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            S tri odlija iz Kanade! - hoo.hr

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Tabel 1. Keskkonnakompleksluba · Pidamine - kanade tervise kontrollimine Igapäevaselt vaatavad kanalad üle ja jälgivad kanade tervislikku seisundit talitajad. Vigastatud kanad

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Kanade Lucas Tomasi Tracker

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            CSCE 643 Computer Vision: Lucas-Kanade Registration Jinxiang Chai

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Kanade-Lucas-Tomasi (KLT) Tracker

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Dr. VEDULA VENKATESWARA RAO. V... ·  · 2017-11-111 Dr. VEDULA VENKATESWARA RAO M.Tech-CSE, M.Tech-IT, PhD, MISTE, AMIE Associate Professor Dept of CSE, Sri Vasavi Engineering College

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Vedula Sundar 2001 3

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Murali Vedula Assignment 2

                            Education
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Kanade-Lucas-Tomasi (KLT) Feature Tracker

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Operation Recover Jordan Kernaghan & Revanth Vedula 6/17/11

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Demystifying the Lucas-Kanade Optical Flow Algorithm · PDF fileDemystifying the Lucas-Kanade Optical Flow Algorithm with ... available in literature apply the bilinear interpolation

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Horst Bunke, Takeo Kanade, Hartmut Noltemeier (editors 

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Ruby R P Gaurav Kulkarni Udayan Kanade · Ruby R P Gaurav Kulkarni Udayan Kanade. Mathematical Model → Simulation. Simulation → Mathematical Model. Multi-Scale Modeling (Homogenization)

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            30390964 Water Resources Systems by S Vedula and P P Mujumdar

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Manohar Kanade Consultants

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            SHIGEYUKI KIHARA

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Indrani vedula

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            -- Satya P. Vedula Intel © – Itanium TM Architecture

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Feature Reconstruction Using Lucas-Kanade Feature Tracking and Tomasi-Kanade Factorization EE7740 Project I Dr. Gunturk

                            Documents
                        

                    

                                    
                        
                            
                                                            

                                                        

                        
                        
                            Iterative Image Registration: Lucas & Kanade Revisited

                            Documents
                        

                    

                                            

        

    


















    
        
            	About us
	Contact us
	Term
	DMCA
	Privacy Policy


            	English
	Français
	Español
	Deutsch



            
                

				STARTUP - SHARE TO SUCCESS

									
							
	


					

				            

        

    












	



