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1. ABSTRACT

Specialization decision is one of the key decisions being taken
by an MBA student. His/her

professional career depends on the specialization. Factors like
students educational

background, work experience, family background etc. influence
the decision of the student.

This project captures the effect of various factors on a
students specialization decision.

The factors that we chose for the survey were the effect of work
experience, interaction with

the peers after joining the college, past placement records,
first semester results, educational

background, institutes reputation, gender & teaching ability
of the faculty.

The final questionnaire was prepared on the basis of
interactions within the group and the

feedback that we got from the respondents of the pilot
survey(focus group discussion), but we

cannot deny the fact that, without the able guidance of our
faculty we wouldnt have been

able to complete the questionnaire and the survey.
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2. Background to the ProblemThe research problem in this
research study focuses on the objective What are the factors

which influence the decision of choosing an MBA specialization
in IBS Hyderabad.

Choosing an MBA specialization has never been an easy task.
Students go through various

brainstorming sessions to finally conclude on the specialization
they are going to take. Its

difficult to obtain information at this point as to what goes
through a students mind in

determining the choice of specialization.

This research tries to isolate the problems and not the symptoms
and aims at focusing only on

the most effective cause of the problem. The problem can be
identified after the exploratory

research, i.e. pilot study and questionnaires. Ensuring that the
fundamental problem of the

research is identified and not just the symptoms, we need to
investigate the situations in

different and new ways. Thus its very important to determine the
unit of analysis of our

study. Unit of analysis are the respondents of the research
conducted. Knowing the right unit

of analysis will help us achieve our objective. Here our unit of
analysis is the first and secondyear students of IBS Hyderabad. The
next important step comes to identify the type of

variables under a research study. Variables are anything which
can assume categorical or

numerical values. Our variables are Categorical in nature. And
they will help us in knowing

the reasons of choosing an MBA specialization.

We divide our variables as Independent and Dependent variables.
Independent variable will

be our testing variables, which are:

1) Educational Background.2)

Years of work experience.3) Area of work experience.

4) Lack of job satisfaction.5) Growth prospects.6) Comfort in
the field of experience.7) Plan of specialization before joining
the institute.8) Interaction with peers.9) Past placement
record.10)First semester result.11)Type of
specialization.12)Reputation of institution.13)Gender.14)Pedagogy
followed by teachers.15)Family influence.16)Contacts developed
during work experience.

The dependent variable is the basic research question that what
influences students in IBS

Hyderabad to decide on MBA specialization.

With keeping the problem definition in perspective we aim at
bringing out all the possible

factors which help in decision making. Later we evaluate those
factors with various BusinessResearch Techniques to validate the
effect of those factors on a students decision making
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capacity. Students while choosing their MBA specialization often
go through a large process

and then cultivate on a decision. What process they go through,
what influences they consider

and what impact they witness of those influences are deeply
discussed in this research study.

This research study also aims at making the whole selection
procedure justified with the

means of Business Research Techniques. The concept lies in
dealing with the indicators and

analysing them to know the effect of the same.

The respective research study will try to evaluate the what,
how, when and where of the

research problem to come to a common consensus with the help of
statistical techniques.

3. Statement of the Problem:-The statement of the problem is-
Factors influencing the choice of MBA specialization

The problem as stated above is a question which is studied and
evaluated in IBS Hyderabad

campus. A team of 7 evaluates this question. The sample size
selected is 390( 130 for each

specialization, i.e., Finance, Marketing and HR).The team is
needed to perform the study onthe selected sample size in the
campus, to make interpretations with the findings of the study.

The research study deals with the students of IBS Hyderabad,
knowing about their

preferences regarding MBA Specialization. The findings of the
study will help the research

team in coming to a definite conclusion regarding the research
question.

The research undertaken is highly subjective in nature. As the
choice of deciding on an MBA

specialization may vary from pupil to pupil, the consensus to be
drawn is more difficult to

achieve. The limitations lie in the acute subjectivity of the
topic. The research team plans to

utilize maximum recourses available in bringing a definite
conclusion.

4. HYPOTHESIS:-We intend to test a hypothesis that the variables
such as Educational Background, Years of

work experience, Area of work experience, Lack of job
satisfaction, Growth prospects,

Comfort in the field of experience, Plan of specialization
before joining the institute,

Interaction with peers, Past placement record, First semester
result, Type of specialization,

Reputation of institution, Gender, Pedagogy followed by
teachers, Family influence, Contacts

developed during work experience have an effect over the choice
of MBA specialization

covering the majors in finance, marketing and human
recourse.

5. Research design:A) Type of research designOur research is
related with MBA students decision about their specialization so to
begin

with we started with understanding the factors that affect a MBA
students decision. For this

we conducted a focus group interview with a few students within
the IBS campus. From the

FGD we got the variables which affect any students decision of
choosing the specializationstream.
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From the FGD we found ten independent variables such as
Educational Background, Years of

work experience, Effect of work experience, Interaction with the
peers, Past placement

records, First semester results, Educational background,
Reputation, Gender & Teaching

Ability which have a considerable impact on a students decision
of specialization.

As the research is primarily descriptive and causal in nature
using primary data to explain the

various effects hence the most commonly used method is survey
technique2. The technique is

undertaken by the use of questionnaires which shall be sent to
the respondents via e-mail.

Cross sectional data shall be used to generate inferences
through statistical studies. In this we

will divide the data obtained into sub-groups like based on
their educational qualification and

then analyze to see if there are any similarities or differences
among the sub-groups.

B) Information needs:1.Data collection from primary source

The target population of our research is every MBA student.
However the sampling framechosen for our research due to
convenience and time factors is students at IBS, Hyderabad

campus from which we will select our sample set and the
questionnaire will be forwarded to

this sample set. The response from these people will formulate
our primary data on which

analysis will be carried on.

C)Scaling techniqueThe questionnaire has been designed using
simple attitude and category scales. We have

purposefully created a force rating scale1

so as to make the respondent think and figure out

the correlation between our variables and the dependent
variable, i.e. choice of theirspecialization. Also the
questionnaire does not contain any complicated rating method for
the

convenience of respondents and to get a true representation of
the factors influencing their

choice.

D) Questionnaire development and pretesting:The questionnaires
are developed based on the variables obtained through focus
group

discussion which allowed a group of respondents from our sample
size to interact freely and

exchange their ideas about the given topic.

While formulating the questionnaire we have tried to make the
questions as mostly in a

structured-undisguised form as the factors we are working on
should not threaten a persons

ego, prestige or self-concept and thus we are assuming that the
respondents should not have

any problem in answering our questions directly.

INFERENCES FROMPRETESTING:

The following inference was gathered in the pre-test of
questionnaire:-

1. There were too many variables in the educational background
which were reducedfurther to three prime specialization variables
i.e. Engg, Commerce, Management.This was primarily carried out to
narrow down complexity in the research analysis.
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2. The years of work-ex has been narrowed down further to three
variables i.e. no work-ex, 0-2 years, greater than 2 years. This
was again primarily carried out to narrow

down complexity in variables selection.

3. Area of prior work-ex was reduced down to three categories
i.e. service,manufacturing and others. From the pre-test it was
inferred that keeping multiple

variables in the analysis was complicating the analysis. Hence
it was decided to use

only three variables to capture this aspect.4. The leading
question for the choice of specialization was removed since it
was

decided to capture this aspect via three variables i.e. lack of
job satisfaction, better

growth prospects and comfort in the area of work-ex.

5. A Pre-thought for specialization stream was narrowed down to
only three streams i.e.marketing, finance and human resource. Since
it was observed from the pre-test that

further categorization seemed irrelevant. Further to this the
option of minor was

dropped and only major kept since it was creating complexity in
the analysis.

6. We rephrased the effect of decision of specialization due to
interaction with peerssince it turned out to be a double barrelled
question since it was too ambiguous in

nature.

7. We dropped out a variable of multiple specializations since
it was creating complexityin the analysis.

8. The reasons for influence of your educational background on
your specializationdecision were dropped off because it was
considered irrelevant for the analysis.

9. The reasons for gender influence on the choice of
specialization were dropped as theywere thought off to be more
relevant for a job experience than a specialization

decision.

10.Another notable observation from the pre-test was that the
family influence andthe contacts developed during work-ex plays a
vital role in choosing an MBA

specialization. Hence it was decided to capture these two
factors via separate

questions. Also difficulty in travelling was considered
insignificant variable and

hence was dropped from the questionnaire.

6. DATA AND METHODS:-For this study, we have drawn our data with
the help of questionnaire, distributed among the

students of IBS Hyderabad, India, which was carried out in the
months of January and

February 2012. However a focus group study as a ground work was
done to get the right

insights to find out the accurate predictor variable for our
study and also for the preparation

of the questionnaire which in turn translates the research
objective into specific questions.

Although each and every MBA students are our target audience,
however the sampling framechosen for our research are the students
of IBS Hyderabad campus due to handiness and time

factors. The response from these people has formulated our
primary data on which analysis

will be carried on.

We have adopted the random sampling procedure in distributing
the questionnaire among the

students. With the help of these questionnaires we were able to
get the respondents view on

the effect of specialization by the factors mentioned in the
same. We have taken the above

mentioned respondents for the final survey and as mentioned
above the survey was taken in

the months of January and February this year. We have
encountered with the following ten

predictor variables after the focus group interview for the
purpose of our study:

(1) Educational background,(2) Past placement records,

(3) First semester results,
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(4) Effect of work experience,

(5) Interaction with the peers,

(6) Years of work experience,

(7) Reputation,

(8) Gender & Teaching Ability,

(9) Family pressure, and

(10) Gender Influence.

The questionnaire has been designed using the Likert scale,
where the respondents were

provided with a scale that has a number or brief description
associated with each category.

This scale is useful as respondents readily understand how to
use the scale, making it suitable

for almost all kind of surveys.

We have done factor analysis and regression analysis with our
data. Factor analysis is

astatisticalmethod used to describevariabilityamong observed,
correlatedvariablesin terms

of a potentially lower number of unobserved, uncorrelated
variables calledfactors. In other

words, it is possible, for example, that variations in three or
four observed variables mainly

reflect the variations in fewer such unobserved variables.
Factor analysis searches for suchjoint variations in response to
unobservedlatent variables. The observed variables are

modelled aslinear combinationsof the potential factors, plus
error terms. The information

gained about the interdependencies between observed variables
can be used later to reduce

the set of variables in a dataset. Computationally this
technique is equivalent tolow rank

approximationof the matrix of observed variables. Factor
analysis originated

inpsychometrics, and is used in behavioural sciences,social
sciences,marketing,product

management,operations research, and other applied sciences that
deal with large quantities of

data. It helped us to identify the hidden dimensions or
constructs which may not be apparent

from direct analysis. Moreover it is easy and inexpensive.

Logistic regression is used for prediction of the probability of
occurrence of an event byfitting data to a logistic function. It is
a generalized linear model used for binomial

regression. Like other forms ofregression analysis, it makes use
of one or more predictor

variables that may be either numerical or categorical. For
example, the probability that a

person has a stroke within a specified time period might be
predicted from knowledge of the

person's age, sex and body mass index. Logistic regression is
used extensively in the medical

and social sciences fields, as well as marketing applications
such as prediction of a customer's

propensity to purchase a product or cease a subscription.

7. Data Analysis:- Results and Findings:-7.1 Factor
Analysis:-

After carrying out three iterations of factor analysis the
following variables were observed to

be lowly correlated, hence they cannot be clubbed together to
form a factor. Hence they were

dropped from the factor analysis. These variables were:

1. Gender2. Teaching ability of the faculty3. Core and dual
specialization

http://en.wikipedia.org/wiki/Probabilityhttp://en.wikipedia.org/wiki/Logistic_functionhttp://en.wikipedia.org/wiki/Generalized_linear_modelhttp://en.wikipedia.org/wiki/Binomial_regressionhttp://en.wikipedia.org/wiki/Binomial_regressionhttp://en.wikipedia.org/wiki/Regression_analysishttp://en.wikipedia.org/wiki/Body_mass_indexhttp://en.wikipedia.org/wiki/Body_mass_indexhttp://en.wikipedia.org/wiki/Regression_analysishttp://en.wikipedia.org/wiki/Binomial_regressionhttp://en.wikipedia.org/wiki/Binomial_regressionhttp://en.wikipedia.org/wiki/Binomial_regressionhttp://en.wikipedia.org/wiki/Generalized_linear_modelhttp://en.wikipedia.org/wiki/Logistic_functionhttp://en.wikipedia.org/wiki/Probability
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A) KMO AND BARTLEYS TESTKaiser-Meyer-Olkin Measure of Sampling
Adequacy.

.629

Bartlett's Test of

Sphericity

Approx. Chi-Square 114.249

df 3

Sig. .000

We see that the KMO value is 0.629 which is greater than 0.5
which confers that our sample is

adequate enough to carry out factor analysis. Similarly our
model stands out to be significant,

herby conferring with our alternative hypothesis which states
that the correlation matrix is not an

identity matrix. Thus we can say variables display high
correlation.

H0 : correlation matrix is an identity matrix

H1:correlation matrix is not an identity matrix.

B) COMMUNALITIESInitial Extraction

Peers 1.000 .585

1st Sem Exam 1.000 .525

Inst Reputation 1.000 .520

Extraction Method: Principal Component Analysis.

It is evident from this matrix that the extraction values for
variables are greater than 0.4 and the

independent variables peers, 1st

semester and institute reputation are explaining 58.5%, 52.5%
and

52% of shared variance among independent variables.

C) TOTAL VARIANCE EXPLAINED

Component

Initial Eigenvalues Extraction Sums of Squared Loadings

Total % of Variance Cumulative % Total % of Variance Cumulative
%

1 1.629 54.288 54.288 1.629 54.288 54.288

2 .723 24.113 78.401

3 .648 21.599 100.000

Extraction Method: Principal Component Analysis.

Initial eigenvaluesIt is observed that pre rotation eigenvalues
for only one component turns out to be significant

i.e. greater than 1.Hence the individual percentage of shared
variance explained by factor1 is

54.28%.

Rotation sums of squared loadingsSince there is only one factor
that turns out to be significant so the rotation does not have
an

impact on the eigenvalues.
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COMPONENT MATRIX

Component

1

Peers .765

1st Sem Exam .724Inst Reputation .721

Extraction Method: Principal Component Analysis.

a 1 components extracted.

Pre rotation following variables display a high correlation with
factor1:

Peers Institutes reputation First semester examination

ROTATED COMPONENT MATRIX

Only one component was extracted Hence rotation of solution was
not possible.NAMING OF FACTORS

Based on the segregated variables under factor1 i.e. peers,
1st

semester examination,

Institutes Reputation could be collectively named as
INSTITUTIONAL FACTORS.

7.2 BINARY LOGISTIC REGRESSION:-

Binary Logistic Regressionis used for the prediction of the
probability of occurrence of an

event by fitting the data to a logistic function. It is a
generalized linear model used for

binomial regression.

The assumptions used are as follows:

Dependent variable is binary in nature i.e. 0 and 1. It follows
binomial distribution. It violates assumptions of multiple
regression of homo-scedasticity. Logistic regression follows
chi-square distribution

We are here analyzing the logistic regression of the probability
of students picking up

Finance, Marketing or Human Resource as their
specialization.
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Logistic Regression Analysis Output for Finance Students:-

Case Processing Summary

Unweighted Casesa N Percent

Selected Cases Included in Analysis 428 100.0

Missing Cases 0 .0

Total 428 100.0

Unselected Cases 0 .0

Total 428 100.0

a. If weight is in effect, see classification table for the
total number of

cases.

This table tells us about the number of observations and the
missing values, if any. Here we

do not have any missing values.

Block 0: Beginning Block

This block gives us the data without considering the independent
variables. i.e. it takes only

the dependent variable and constant term and then finds out the
models capability to predict

the output.

The classification table indicates the prediction probability of
the model. In the last row

where the overall percentage 59.8 is mentioned it implies that
the model 0 is 59.8 percentsignificant at present i.e. it has
predicted correctly for 59.8% of the respondents.

.

Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 0 Constant -.398 .099 16.270 1 .000 .672

This table gives us the significance of the constant term in
Model 0. Here as Sig
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Variables not in the Equation

Score df Sig.

Step 0 Variables Institutional_Factors .513 1 .474

D1_Mgmt(1) 1.134 1 .287

D2_Engg(1) 1.089 1 .297

D3_Commerce(1) 3.319 1 .068

D4_Service(1) .950 1 .330

D5_Others(1) .328 1 .567

D6_Specialization_yes(1) .345 1 .557

D7_WorkEx_yes(1) .003 1 .954

D8_change_of_specialization(1) 109.027 1 .000

Impact_mode_specialization .704 1 .401

Impact_Gender 7.810 1 .005

Impact_Teachers 1.141 1 .285

Impact_family .591 1 .442

Overall Statistics 122.124 13 .000

This table tells us about the approximate significance of
variables that are not included in

Model 0. Those variables having a p-value(sig) less than 0.05
are considered to make a

considerable impact on the dependent variable if they are
included in the Model. The sigvalue of overall Statistics signifies
that if all these variables are included in our model then

our model will be improved. In other words, we reject Model 0
signifying that there is a

significant impact of independent variables on dependent
variable.

Block 1: Method = Enter

Omnibus Tests of Model Coefficients

Chi-square df Sig.

Step 1 Step 134.400 13 .000

Block 134.400 13 .000

Model 134.400 13 .000

Omnibus test table tells us about the -2loglikelihood values of
model 0. -2loglikelihood can

be defined as the probability of an event occurring. The
significance column in the table tells

us whether the difference between -2loglikelihood values of
these two models is significant

or not. Meaning, the change in model 1 from model 0 is having a
significant impact on
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dependant variable or not. Here the value is less than value
thus it signifies that there is a

significant improvement in the model.

Model Summary

Step -2 Log likelihood

Cox & Snell R

Square

Nagelkerke R

Square

1 442.341a .269 .364

a. Estimation terminated at iteration number 5 because
parameter

estimates changed by less than .001.

Model Summary table gives us -2logliklihood value of model 1.
This value is further used

with the value extracted from omnibus table to find the value of
model 0.

Value of 134.40 is the difference between -2logliklihood of Null
Model and that of -2

loglikelihood of Estimated or Enter Model. Therefore Model 0
-2loglikelihood value is

442.341 (134.40 + 442.341).

Here the model sig value is less than 0.05, which means that
Model 1 is a significant model

and H0 can be rejected and so the predictors are useful.

Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 19.514 8 .012

Hosmer and Lemeshow test is an alternative to chi-square test.
The aim of this table is not to

reject H0. The hypothesis is as follows:

H0: There is no difference between observed and model predictive
values.

H1: The observed and predicted values are significantly
different.

If the significance value is less than alpha i.e. 0.05, we
reject H0 or else we do not reject H 0.

Here since the value is less than 0.05, thus it signifies there
is a significant difference between

observed and model predicted values. However, as Model 1 is
significant based on the

omnibus test, where we have rejected that there is not a
significant difference between the

2models.

Classification Tablea

Observed

Predicted

DV2_Finance

Percentage Correct0 1

Step 1 DV2_Finance 0 190 66 74.2

1 33 139 80.8

Overall Percentage 76.9

a. The cut value is .500
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This table, as the previous classification table tells us about
the prediction probability of the

model after the inclusion of all the variables, we can see that
the prediction probability of the

model has improved from 59.8 percent to 76.9 percent. Thus we
can say that 205 students

have taken finance. 67.8 percent values of 205 have been
predicted correctly. Thus we can

say that our model has been able to correctly predict 76.9
percent.

Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 1a Institutional_Factors -.142 .127 1.238 1 .266 .868

D1_Mgmt(1) -.097 .408 .056 1 .813 .908

D2_Engg(1) -.252 .335 .563 1 .453 .778

D3_Commerce(1) -.395 .332 1.418 1 .234 .673

D4_Service(1) .823 .505 2.657 1 .103 2.278

D5_Others(1) .571 .576 .985 1 .321 1.771

D6_Specialization_yes(1) -.108 .259 .174 1 .676 .897

D7_WorkEx_yes(1) -.912 .439 4.322 1 .038 .402

D8_change_of_specialization(1) -2.462 .264 86.830 1 .000
.085

Impact_mode_specialization -.003 .068 .001 1 .970 .997

Impact_Gender -.137 .071 3.690 1 .055 .872

Impact_Teachers -.060 .064 .880 1 .348 .942

Impact_family .139 .064 4.745 1 .029 1.150

Constant .702 1.008 .485 1 .486 2.019

a. Variable(s) entered on step 1: Institutional_Factors,
D1_Mgmt, D2_Engg, D3_Commerce, D4_Service, D5_Others,

D6_Specialization_yes, D7_WorkEx_yes,
D8_change_of_specialization, Impact_mode_specialization,
Impact_Gender,

Impact_Teachers, Impact_family.

Through this table we can see the significance of individual
variables. If the sig value is less

than 0.05 of the variables, then we consider those variables as
significant and conclude that

they are having an impact on the dependent variables. Then we
see in the Beta and Exp(Beta)

column to check the effect of those significant variables. Here
we can see that having a

work ex or family preference or change of specialisation have a
significant impact on the

final choice of specialisation by any student.

The exponent beta, Exp(), values signifies the increase in the
odds in favour of the

dependent variable by an increase of 1 in the independent
variable. Here we can see that theimpact of family preference is
the maximum on a students decision of specialisation, i.e. an
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increase of 1 in the family preference will increase the odds of
student taking a specialisation

in finance by 1.15. After that comes the factor of a previous
work experience for any student,

which improves the odds by 0.402.

Thus from the statistical point of view, inclusion of my
independent variables has reducedbadness of fit by 134.40 i.e. the
quality of prediction has increased by 134.40. Also a student

is affected most by the family pressure rather than anything
else.

Analysis of students who have opted for Marketing:

Case Processing Summary

Unweighted Casesa N Percent

Selected Cases Included in Analysis 428 100.0

Missing Cases 0 .0

Total 428 100.0

Unselected Cases 0 .0

Total 428 100.0

a. If weight is in effect, see classification table for the
total number of cases.

This table tells us about the number of observations and the
missing values, if any. We get

missing values when there is a loss of data between the data
read and data used. In this case

the table shows no missing values i.e. 428 are read and 428 are
used.

Block 0:

Classification Tablea,b

Observed

Predicted

DV1_Marketing

Percentage Correct0 1

Step 0 DV1_Marketing 0 215 0 100.0

1 213 0 .0

Overall Percentage 50.2

a. Constant is included in the model.

This table indicates the prediction probability of the model. In
the lower most row where the

overall percentage 50.6 is mentioned it implies that the model 0
is 50.2 percent significant at

present.


	
7/31/2019 Business Research Report using logistic regression

16/30

16

Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 0 Constant -.009 .097 .009 1 .923 .991

This table gives us the significance of the constant term in
Model 0. Here as Sig>0.05 (level

of significance), thus constant term does not have a significant
impact on the dependent

variable. We will accept H0.

Variables not in the Equation

Score df Sig.

Step 0 Variables Institutional_Factors .066 1 .798

D1_Mgmt(1) .500 1 .480

D2_Engg(1) .028 1 .868

D3_Commerce(1) 1.672 1 .196

D4_Service(1) .658 1 .417

D5_Others(1) 1.455 1 .228

D6_Specialization_yes(1) .261 1 .610

D7_WorkEx_yes(1) .777 1 .378

D8_change_of_specializatio

n(1) 89.182 1 .000

Impact_mode_specialization .106 1 .745

Impact_Gender .291 1 .589

Impact_Teachers 2.028 1 .154

Impact_family 3.080 1 .079

Overall Statistics 98.072 13 .000

This table tells us about the approximate significance of
variables that are not included in

Model 0. Those variables having a p-value(sig) less than 0.05
are considered to make a

considerable impact on the dependent variable if they are
included in the Model. The sig

value of overall Statistics signifies that if all these
variables are included in our model then

our model will be improved. In other words, we reject Model 0
signifying that there is a

significant impact of independent variables on dependent
variable.

This table tells us about the significance of various variables.
Those variables having a p-

value(sig) less than 0.05 are considered significant. We can see
that

D8_change_of_specialization is the only significant variable,
that means this variable is
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having a significant impact on the dependent variable or will
effect the values being

predicted.

Omnibus Tests of Model Coefficients

Chi-square Df Sig.

Step 1 Step 104.962 13 .000

Block 104.962 13 .000

Model 104.962 13 .000

Model Summary

Step -2 Log likelihood

Cox & Snell R

Square

Nagelkerke R

Square

1 488.362a .217 .290

a. Estimation terminated at iteration number 4 because
parameter

estimates changed by less than .001.

Omnibus test table tell us about the -2logliklihood values of
model 0. -2logliklihood can be

defined as the probability of an event occurring. It table tells
us whether the difference

between -2logliklihood values of these two models is significant
or not. Meaning, the change

in model 1 to model 0 is having any significant impact on
dependant variable or not.

Model Summary table gives us -2logliklihood value of model 1.
This value is further used

with the value extracted from omnibus table to find the value of
model 0

Value of 104.962 is the difference between -2logliklihood of
Null Model and that of -

2logliklihood of Estimated or Enter Model. Therefore Model 0
-2logliklihood value is

593.324 (104.962+488.362).

Here the model sig value is less than 0.05, which means that
Model 0 is a significant model

and H0 can be rejected and so the predictors are useful.

Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 23.348 8 .003

Hosmer and Lemeshow test is an alternative to chi-square test.
The aim of this table is not to

reject H0. The hypothesis is as follows:

H0: There is no difference between observed and model predictive
values.

H1: The observed and predicted values are significantly
different.
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If the significance value is less than alpha i.e. 0.05, we
reject H0 or else we do not reject H0.

0.003 value of sig is greater than 0.05, that means, we should
reject H 0 here and we can

finally say that there is difference between observed and
predicted values. But as in our

omnibus test table, the model was stated as significant and thus
inspite of our Hosmer and

Lemeshow test , well neglect it and well go ahead with the
logistic regression analysis.

Classification Tablea

Observed

Predicted

DV1_Marketing

Percentage Correct0 1

Step 1 DV1_Marketing 0 181 34 84.2

1 85 128 60.1

Overall Percentage 72.2

a. The cut value is .500

This table, as the previous classification table tells us about
the prediction probability of the

model after the inclusion of all the variables, we can see that
the prediction probability of the

model has improved from 50.6 percent to 72.2 percent. Thus we
can say that 266 students

have not taken marketing. 48.12% percent values of 266 have been
predicted correctly. On

the other hand 128 students are finally taking up marketing.
Thus 72.2% has been predicted

correctly.

Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 1a Institutional_Factors .065 .117 .305 1 .581 1.067

D1_Mgmt(1) .151 .375 .162 1 .687 1.163

D2_Engg(1) .057 .315 .033 1 .856 1.059

D3_Commerce(1) .114 .310 .135 1 .713 1.121

D4_Service(1) -.577 .476 1.468 1 .226 .561

D5_Others(1) -.462 .541 .731 1 .393 .630

D6_Specialization_yes(1) -.031 .243 .017 1 .898 .969

D7_WorkEx_yes(1) .472 .419 1.272 1 .259 1.603

D8_change_of_specialization(1) -2.166 .246 77.848 1 .000
.115

Impact_mode_specialization .011 .065 .028 1 .866 1.011

Impact_Gender -.032 .065 .240 1 .624 .969

Impact_Teachers .124 .060 4.215 1 .040 1.132
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Impact_family -.135 .061 4.852 1 .028 .874

Constant 1.683 .951 3.134 1 .077 5.384

a. Variable(s) entered on step 1: Institutional_Factors,
D1_Mgmt, D2_Engg, D3_Commerce, D4_Service, D5_Others,

D6_Specialization_yes, D7_WorkEx_yes,
D8_change_of_specialization, Impact_mode_specialization,
Impact_Gender,

Impact_Teachers, Impact_family.

This table gives beta and the beta exponential (Exp B) values.
First we extract the significant

variables for which we check the significance level from the
significance column. If the sig

value is less than 0.05 of the variables, then we consider those
variables as significant and

conclude that they are having an impact on the dependent
variables. Then we see in the Beta

and Exp(Beta) column to check the effect of those significant
variables. As we see that

D8_change of specialization, impact teachers and impact family
are the significant variable,

the Beta value of which are 2.166, 0.124, -0.135 and the
Exp(beta) comes to 0.115, 1.132,

0.874, meaning- with a 1 percent decrease in D8 variable the
odds of students taking up

marketing will be increased by 0.115 percent. Similarly with a 1
percent increase in

impact_teachers, the odds of selecting marketing as a
specialization increases by 1.132

percent. And with 1 percent decrease in impact family, the odds
of selecting marketing

increases by 0.874%.

Thus this analysis, tells us that the model 0 is significant
from the omnibus table, and the

badness of fit has been reduced by 104.962, meaning that the
models efficiency has gone up

by 104.962 times. Also the important variables are
D8_changespecialization, impact of

teachers and impact of family which influence the decision of
picking up marketing as a

specialization. These are those independent variables which
effect the dependent variable.

Logistic regression on human resource:-

Case Processing Summary

Unweighted Casesa N Percent

Selected Cases Included in Analysis 428 100.0

Missing Cases 0 .0

Total 428 100.0

Unselected Cases 0 .0

Total 428 100.0

a. If weight is in effect, see classification table for the
total number of

cases.
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This table tells us about the number of observations and the
missing values, if any. We get

missing values when there is a loss of data between the data
read and data used. In this case

the table shows 0 missing values.

Block 0: Beginning

Classification Tablea,b

Observed

Predicted

DV2_HumanResource

Percentage Correct0 1

Step 0 DV2_HumanResource 0 391 0 100.0

1 37 0 .0

Overall Percentage 91.4

a. Constant is included in the model.

b. The cut value is .500

This table indicates the prediction probability of the model. In
the lower most row where the

overall percentage 91.4 is mentioned it implies that the model 0
is 91.4 percent significant at

present.

Variables in the Equation

B S.E. Wald df Sig. Exp(B)

Step 0 Constant -2.358 .172 187.908 1 .000 .095

This table gives us the significance of the constant term in
Model 0. Here as level of

significance is 0.05, thus constant term does not have a
significant impact on the dependent

variable.

Variables not in the Equation

Score df Sig.

Step 0 Variables Institutional_Factors 2.479 1 .115

D1_Mgmt(1) 1.092 1 .296

D2_Engg(1) 1.746 1 .186

D3_Commerce(1) .310 1 .578

D4_Service(1) 1.189 1 .276

D5_Others(1) 2.009 1 .156

D6_Specialization_yes(1) 1.073 1 .300

D7_WorkEx_yes(1) 6.309 1 .012

D8_change_of_specialization(1) 49.493 1 .000

Impact_mode_specialization 1.895 1 .169
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Impact_Gender 21.926 1 .000

Impact_Teachers .021 1 .884

Impact_family 2.434 1 .119

Overall Statistics 74.717 13 .000

This table tells us about the approximate significance of
variables that are not included in

Model 0. Those variables having a p-value(sig) less than 0.05
are considered to make a

significant impact on the dependent variable if they are
included in the Model. The sig value

of overall Statistics signifies that if all these variables are
included in our model then our

model will be improved. In other words, we reject Model 0
signifying that there is a

significant impact of independent variables on dependent
variable.

We can see that D8_change_of_specialization, D7_WorkEx_yes and
Impact_Gender are the

significantly contributing to the model and will also effect the
values being predicted.

Block 1: Model= Enter

Omnibus Tests of Model Coefficients

Chi-square Df Sig.

Step 1 Step 64.195 13 .000

Block 64.195 13 .000

Model 64.195 13 .000

Model Summary

Step -2 Log likelihood

Cox & Snell R

Square

Nagelkerke R

Square

1 187.677a .139 .313

a. Estimation terminated at iteration number 7 because
parameter

estimates changed by less than .001.

Omnibus test table tell us about the -2logliklihood values of
model 0. -2logliklihood can bedefined as the probability of an
event occurring. It table tells us whether the difference

between -2logliklihood values of these two models is significant
or not. Meaning, the change

in model 1 to model 0 is having any significant impact on
dependant variable or not.

Model Summary table gives us -2logliklihood value of model 1.
This value is further used

with the value extracted from omnibus table to find the value of
model 0
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Value of 99.711 is the difference between -2logliklihood of Null
Model and that of -

2logliklihood of Estimated or Enter Model. Therefore Model 0
-2logliklihood value is

251.872 (187.677+64.195).

Here the model sig value is less than 0.05, which means that
Model 1 is a significant model

and H0 can be rejected and so the predictors are useful.

Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 5.028 8 .755

Hosmer and Lemeshow test is an alternative to chi-square test.
The aim of this table is not to

reject H0. The hypothesis is as follows:

H0: There is no difference between observed and model predictive
values.

H1: The observed and predicted values are significantly
different.

If the significance value is less than alpha i.e. 0.05, we
reject H0 or else we do not reject H 0.

0.755 value of sig is greater than 0.05, that means, we dont
have to reject H 0 and we can

finally say that there is no difference between observed and
predicted values.

Classification Tablea

Observed

Predicted

DV2_HumanResourcePercentage

Correct0 1

Step 1 DV2_HumanResource 0 386 5 98.7

1 29 8 21.6

Overall Percentage 92.1

a. The cut value is .500

This table tells us about the prediction probability of the
model after the inclusion of all the

variables, we can see that the prediction probability of the
model has improved from 91.4

percent to 92.1 percent. Thus we can say that 415 students have
not taken Human resource

93.01 percent values of 415 have been predicted correctly. On
the other hand 13 students are

finally taking up Human Resource. Thus we can say that our model
has been able to correctly

predict 92.1 percent.
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Variables in the Equation

B S.E. Wald Df Sig. Exp(B)

Step 1a Institutional_Factors .547 .245 4.985 1 .026 1.729

D1_Mgmt(1) -.451 .578 .608 1 .436 .637

D2_Engg(1) .373 .573 .425 1 .514 1.453

D3_Commerce(1) .460 .538 .731 1 .392 1.584

D4_Service(1) .011 1.225 .000 1 .993 1.011

D5_Others(1) .253 1.571 .026 1 .872 1.288

D6_Specialization_yes(1) .285 .425 .451 1 .502 1.330

D7_WorkEx_yes(1) 1.574 1.093 2.073 1 .150 4.828

D8_change_of_specialization(1) -2.659 .509 27.307 1 .000
.070

Impact_mode_specialization .031 .120 .065 1 .799 1.031

Impact_Gender .407 .112 13.191 1 .000 1.502

Impact_Teachers -.101 .112 .815 1 .367 .904

Impact_family .020 .109 .035 1 .851 1.021

Constant -3.233 2.163 2.234 1 .135 .039

a. Variable(s) entered on step 1: Institutional_Factors,
D1_Mgmt, D2_Engg, D3_Commerce, D4_Service, D5_Others,

D6_Specialization_yes, D7_WorkEx_yes,
D8_change_of_specialization, Impact_mode_specialization,
Impact_Gender,

Impact_Teachers, Impact_family.

This table gives beta and the beta exponential (Exp B) values.
First we extract the significant

variables for which we check the significance level from the
significance column. If the sig

value is less than 0.05 of the variables, then we consider those
variables as significant and

conclude that they are having an impact on the dependent
variables. Then we see in the Beta

and Exp(Beta) column to check the effect of those significant
variables. As we see that

Institutional_Factors, D8_change_of_specialization and
Impact_gender are the significant

variables, the Beta value of which is 0.547, -0.2659 and 0.407
respectively. Whereas their

Exp(beta) comes to1.729 , 0.070 and 1.502 respectively. Meaning-
with a 1 percent increase

in Institutional factors variable the odds of students taking up
Human Resource will be

increased by 1.729 percent.

Thus, we can say that our omnibus table reveals that our Model 0
is significant and we can go

ahead with the regression analysis. Also the hosmer and lemeshow
test reveals that we dont

have to reject our H0 and there is no difference between the
predicted and observed values.The independent variables which are
significant are Institutional factors, change of
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specialization and impact of gender which helps in deciding the
choice of specialization in

Human Resource.

8. Conclusion:-Marketing:-

Teachers, Family & Change in specialization

As its quiet evident from the analysis that following factors
have significant influence on

choice of MBA specialization Teaching ability of faculty, Family
Influence & Change in

specialization. Hence considering the perspective of college
administration we can say that

the college administration can use this information to provide
best counselling support to its

students for choosing marketing as a stream.

Similarly from the students perspective he/she inquire about the
facultys qualification

associated to the marketing stream or if he/she is having a well
established business at home.

They can make an educated choice based on the same.

HR:-

Institutional factors, genders or change in specialization

From college point of view they can imbibe these factors in
their student counselling services

(Peers review, Institutes Reputation, 1st

semester examination results)

Similarly from the students perspective he/she take a peer
review on the subject of choice,

institutes reputation can be judged from its fame & past
placement records. Moreover

students 1st

semester exam results can also affect the decision based on the
marks scored in

that subject.

Finance:-

Family Preference, work-ex & change in specialization

From college point of view they can imbibe these factors in
their student counselling services(Family Preference, work-ex &
change in specialization). Students with business family may

prefer to have finance as specialization.

Students with prior work-ex also look for better pay packages
have more propensities to take

finance as a stream. As placements for finance students have
decent packages.
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9. Limitations:-

1. Due to limited time & resource constraints our sample was
limited to IBS Hyderabaditself because of which our research got
limited to the choices of IBS Hyderabad

students.2. Due to time & resource constraints3.
Specifically talking in respect to IBS Hyderabad, the domains of
M.B.A here are not

evenly distributed, thus our analysis was restricted to factors
influencing choice of

specialization like Marketing, Finance & Human Resource only
and we could not

analyse for other specialization options.

4. The variables finally selected in Factor Analysis were
reduced to 7 and then only 1factor was obtained in the end, which
might be statistically competent but not

satisfying in terms of managerial decision. Thus the scope of
our decision was

limited.
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10.Exhibit 1QUESTIONNAIRE ON CHOICE OF MBA SPECIALIZATION

This survey is being carried out for understanding the CHOICE OF
MBA SPECIALIZATION factors involved

in making a discerning choice for MBA specialization.

We encourage you to be a part of this study & deeply
appreciate your time, assistance in making this survey a

success.

On a scale of 1 to 7 where (1 stands for "strongly disagree"
& 7 stands for "strongly agree"), kindly rate the

importance of following questions in your choice for MBA
specialization.

Personal Details *NameGender *

Male Female

Enrolment No.

Cell phone No. Optional

My choice of MBA specialization is influenced by:-

Kindly rank the following statement.

My educational background has an impact on my choice for MBA
specialization? *

Yes No

Questions relevant to educational background:

Whats your educational background? *

Engineering Commerce Management Others

Does your engineering background affects your choice of
specialization?. *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does your commerce background affects your choice of
specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree
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Does your management background affects your choice of
specialization?. *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does any other educational background affects your choice of
specialization?. *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Work-Ex

Do you possess a work-experience ? *

Yes

No

Questions relevant to your work experience.

Only mark against the question which is relevant to you.

Do you think that your years of work-experience has an impact on
your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

What is your area of work-experience ? *

Services Manufacturing Others

Work-Ex in Service Sector

Does your area of work experience in service sector has an
affect on your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Work-Ex in Manufacturing Sector

Does your area of work experience in manufacturing sector has an
affect on your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Work-Ex in any Other Sector

Does your area of work experience in any other sector has an
affect on your choice of specialization? *

1 2 3 4 5 6 7
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Strongly Disagree Strongly Agree

Generic questions related to work-ex.

Please mark against all the questions.

Does to lack of job satisfaction has an impact on your choice of
specilization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does better growth prospects in your field of work-ex has an
impact on your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does comfort level in your field of work experience has any
impact on your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does contacts developed during your work-ex has an impact on
your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Miscellaneous Questions

Please mark against all the questions.

Does your interaction with peers at the college has an impact on
your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does your performance in my 1st semester exams has an impact on
your choice of specialization?. *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does reputation of institute has an impact on your choice of
specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Does the type of specialization i.e. core or dual has influenced
your choice? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Has gender influenced your choice of specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Has teaching ability of the faculty influnced your choice of
specialization? *

1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

Is there a family influence on your choice of specialization?
*
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1 2 3 4 5 6 7

Strongly Disagree Strongly Agree

What were you planning to specialize in before joining the
B-School? *

Marketing Finance Human Resource

What is the specialization you have finally decided to take or
have taken? *

Marketing Finance

Human Resource
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