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iv
 ABSTRACT
 Breast cancer is a prevalent disease that affects mostly women, an early diagnosis
 will expedite the treatment of this ailment. In recent times, Machine Learning (ML)
 techniques have been employed in biomedical and informatics to help fight breast
 cancer. This research work proposed an ML model for the classification of breast
 cancer. To achieve this we employed logistic regression (LR) and also compared our
 model’s performance with other extant ML models namely, Support Vector Machine
 (SVM), Naïve Bayes (NB), and Multilayer Perceptron (MLP). The original Wisconsin
 Diagnostic Breast Cancer dataset (WDBC) was used. Our performance evaluation
 was done for two phases, i.e. Phase 1: when the WBCD is scaled (feature scaling)
 and Phase 2: when the dataset is not scaled. All models excluding MLP performed
 well when there is no feature scaling of dataset with f1-scores of (LR=97%, SVM =
 97%, NB = 95%, MLP= 52%). However, when feature scaling is applied on dataset,
 the four models have f1-scores above 90% (SVM = 98%, LR = 97%, NB = 97%, MLP
 = 97%). Notably, the f1-score for LR in both cases did not change, hence to the best
 of our knowledge, we concluded that LR, given its simplicity and low time complexity
 is a good model to employ for binomial classification.
 Keywords: Logistic regression, machine learning, supervised learning, features
 scaling, prediction models, and performance metrics.
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1
 CHAPTER ONE
 INTRODUCTION
 1.1 Research Background
 Breast cancer is now one of the most prevailing cancers that affects humans,
 especially woman, and early diagnosis would go a long way to reducing the damage
 done by this cancer on its victims. Breast cancer’s causes are multifactorial and
 involve family history, obesity, hormones, radiation therapy, and even reproductive
 factors. Every year, one million women are newly diagnosed with breast cancer,
 according to the report of the world health organization half of them would die, because
 it’s usually late when doctors detect the cancer (Aaltonen et al., 1998). Breast cancer
 can be categorized into two, which are malignant breast cancer and benign breast
 cancer. The classification of breast cancer as either malignant or benign is possible
 by scientifically studying the features of breast tumours, lumps, or any abnormalities
 found in the breast. At the benign stage the cancer has less risk and is not life-
 threatening while cancer that is categorized as malignant is life-threatening (Huang,
 Chen, Lin, Ke, & Tsai, 2017). Malignant tumours expand to the neighbouring cells,
 which can spread to other parts, whereas benign masses can’t expand to other
 tissues, the expansion is then only limited to the benign mass (Aaltonen et al., 1998;
 Huang et al., 2017).
 To accurately classify breast cancer as benign or malignant, researchers have
 employed an aspect of Artificial intelligence (AI) which is machine learning. Machine
 learning algorithms are used to build models that accept as input, attributes that qualify
 a breast cancer case and produce as output a label for the type of the cancer, label 1
 for being benign or label 2 for malignant.
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 Machine learning model such as Neutral network, Support vector machine (SVM), K
 Nearest Neighbour (KNN), Decision Tree, Naïve Bayes (NB), and logistic regression
 (LR), have all been used in the past to classify breast cancer. Accurate classification
 of breast cancer would translate to early detection, diagnosis, treatment and where
 possible full eradication of the cancer.
 1.1.1 Data Mining
 This can be seen as “mining knowledge in data” or rather as an extraction of
 information from a large or voluminous dataset (K.Srinivas, Rani, & A.Govrdhan,
 2010). It is the most important aspect of machine learning (Kaymak, Helwan, & Uzun,
 2017); whereas the salient focus aspect of data mining is the pattern recognition ability
 (Jothi, Rashid, & Husain, 2015). Data mining techniques can be applied to medical
 data records to trace and foresee salient pattern in order to save a life, increase
 treatment accuracy, reduce the cost of treatment and reduces human error (Manjusha,
 Sankaranarayanan, & Seena, 2015). Techniques such as abnormality detection,
 regression, clustering, summarization and association rule employ data mining. In data
 mining, there are various steps to be taken in finding meaningful patterns, namely:
 i. Pre-processing – this involves cleaning, feature extraction, feature
 selection, and dimensionality reduction.
 ii. Clustering – unsupervised learning technique by grouping a set of related
 data.
 iii. Classification – this is a supervised machine learning technique; a data set
 (training data) is required in such a system to establish relationships
 between data items. Whenever a test data is supplied, it will classify such
 data based on the learnt relationship. In this research work, we will be
 focusing on classification.
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 1.1.2 Classification
 Classification in data mining involves basically two processes: firstly it is the model
 training and with a test data to determine the class label of unknown test instances;
 secondly is the performance evaluation to check the accuracy of the classifier model,
 that is calculating the differences between the classified and actual values for each
 attribute tuple in the test dataset (Jouni, Issa, Harb, Jacquemod, & Leduc, 2016;
 Kaymak et al., 2017).
 1.2 Problem statement
 One of the problems of classification lies in the use of appropriate methods to fit the
 model depending on the nature of data. Which machine learning model would perform
 best in the presence of dependency among the data features, unbalanced data, and
 sparsely valued data features is still open research.
 1.3 Research Aim and objectives
 The aim is to develop a prediction system for detecting breast cancer.
 The main objectives are:
 1. Study and apply logistic regression for the classification of breast cancer.
 2. Compare Logistic regression with other extant machine learning classification
 models on the same data set.
 3. Performance analysis and conclusion.
 1.4 Limitation of study
 This paper is restricted to the study of logistic regression for the classification of breast
 cancer using Wisconsin Breast Cancer Dataset (WBCD) from UCI machine learning
 online repository. Performance of this model is measured using precision score, recall
 score and f1-score only.
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 1.5 Paper organization
 This paper is broken into five chapters. Chapter one introduces the research essence,
 aim, and objective, in chapter two, a literature review of previous works related to this
 research work are discussed. Chapter three is all about the materials used and the
 methodology employed. In chapter four, performance analyses and discussion are
 done, finally, in chapter five, there is a summary of the work, conclusion, and
 recommendation for future work.
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 CHAPTER TWO
 LITERATURE REVIEW
 This chapter presents some basic concepts and terminologies such as: Data mining,
 Classification techniques. Furthermore, a review of previous related work done in this
 research topic is presented. This review is done to know the techniques, other authors
 employed for the classification of breast cancer. This review is cut through other
 machine learning algorithms that have been used for the classification of breast cancer
 and not only logistic regression. In the review, prediction accuracy is discussed as well
 as the techniques used in improving them.
 2.1 Basic Terminologies and Concepts
 Machine Learning (ML) is the science (and art) of programming computers so they
 can learn from data (Géron, 2017).
 Machine learning can be defined in a more general way as:
 ML as the field of study that gives computers the ability to learn without being explicitly
 programmed. – Arthur Samuel, 1959.
 ML can also be defined in a more technical way as: A computer program is said to
 learn from experience E with respect to some task T and some performance measure
 P, if its performance on T as measured by P, improves with experience E. – Tom
 Mitchell,1997.
 There are several applications for ML, the most significant of which is data mining.
 People are often prone to making mistakes during analyses or, possibly, when trying
 to establish relationships between multiple features (Kotsiantis, Zaharakis, & Pintelas,
 2006).
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 2.1.1 Data Pre-processing
 Data pre-processing is one of the most data mining tasks which includes preparation
 and transformation of data into a suitable form of mining procedure. Data pre-
 processing aims to reduce the data size, find the relations between data, normalize
 data, remove outliers and extract features for data. It includes several techniques like
 data cleaning, integration, transformation and reduction (Alasadi & Bhaya, 2017).
 2.1.2 Feature scaling
 Feature scaling is a technique that is used to normalize the range of independent
 variables or features of data. In data pre-processing, it is also known as data
 normalization and is usually employed during the data pre-processing step.
 2.1.3 Supervised Learning
 Supervised machine learning is the search for algorithms that cogitate from externally
 supplied instances to give general hypotheses, which then infer predictions about
 future instances. In other words, the goal of supervised learning is to build an incisive
 model of the distribution of class labels in terms of predictor features. The resulting
 classifier is then used to assign class labels to the testing instances where the values
 of the predictor features are known, but the value of the class label is unknown
 (Kotsiantis et al., 2006).
 In supervised learning as shown in Fig. 2.1, the learner is provided with two sets of
 data, a training set, and a test set. The idea is for the learner to “learn” from a set of
 labelled examples in the training set so that it can identify unlabeled examples in the
 test set with the highest possible accuracy (Learned-miller, 2014).
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 Figure 2. 1. The Processes of Supervised Machine Learning
 2.1.4 Classification
 We use the training dataset to get better boundary conditions which could be used to
 determine each target class. Once the boundary conditions are determined, the next
 task is to predict the target class. The whole process is known as classification. There
 exist two types of classification, the supervised and unsupervised.
 In the supervised classification, available predefined knowledge is needed, whereas
 in the unsupervised classification sometimes referred to as clustering or exploratory
 data analysis, no predefined labelled data is needed(Agrawal, Gunopulos, &
 Leymann, n.d.; Tao, Faloutsos, Papadias, & Liu, 2004).
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 2.2 Literature Review
 These are research work done in biomedical field related to the classification of
 cancer, especially breast cancer by using machine learning algorithms (supervised
 learning).
 (Liu, 2018) in his paper “Research on logistic regression algorithm of breast cancer
 diagnose data by machine learning” used Logistic regression algorithm to classify
 dataset from breast cancer patients, the dataset was got from UCI Wisconsin
 repository. The author at first used the all 32 features of the dataset to train the model
 and at the end got an accuracy of 90%. Then, the author using a feature selection
 technique extracted two main features from the 32, which are maximum texture and
 maximum perimeter to achieve an accuracy of 96.5%, which is an improvement from
 the result got from the 32 features. In 2012, (Yusuff, Mohamad, Ngah, & Yahaya,
 2012), data from mammogram was used by the logistic regression model to predict
 the risk’ factor of patient’s history, the prediction from logistic regression are used to
 verify to the prognosis made doctors and are also used to correct the incorrect
 predictions. The authors’ work can help be of assistance to radiologists to diagnose
 breast cancer correctly from using mammogram and referring to the patient’s history.
 Using Naïve Bayesian as the classifier on Wisconsin dataset of 10 features (Rashmi,
 Lekha, & Bawane, 2016) tried to estimate the success and error of the algorithm for
 classification and prediction when data is chosen at random.
 The Naïve Bayes model showed an approximated success rate of 85%-95% and an
 error rate of 10-15% for both classification and prediction.
 (Amrane, Oukid, Gagaoua, & Ensari, 2018) in their research work, used two machine
 learning models: Naïve Bayesian and K Nearest Neighbour to classify the Original
 breast cancer dataset from UCI Machine Learning repository.
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 Their aim was to propose which of the two is the most effective. Using the same
 dataset, they applied the different algorithms on it and using cross validation as their
 performance measure. The result showed that KNN with 97.51% for accuracy lightly
 better than NB with 96.19%. However, the authors suggested that given a larger
 dataset that NB will likely perform better because KNN will be affected by its time
 complexity.
 (Bazazeh & Shubair, 2016) did a comparative study for three popular machine learning
 algorithms for breast cancer classification namely: Support Vector Machine, Random
 Forest, and Bayesian Network. They also used the original Wisconsin breast cancer
 dataset from UCI Machine Learning Repository. The authors used K fold cross
 validation technique as the validation measure for the classifiers with k = 10. The
 parameters used for their comparison were accuracy, precision, recall, and AUC ROC
 and after doing their simulation on the dataset with the three classifiers, their result
 shows that SVM has the highest performance in terms of accuracy, precision, and
 specificity. However, they stated that in terms of correctly classifying tumours that RF
 scored the highest probability.
 Furthermore, (Gupta & Gupta, 2018) did a comparative analysis of three widely used
 machine learning techniques namely: Multilayer perceptron (MLP), Decision Tree
 (C4.5), Support Vector Machine (SVM), K-Nearest Neighbour (KNN) performed on
 Wisconsin Breast Cancer dataset to predict the breast cancer recurrence.
 The main objective of their work was to get the best classifier of the four in terms of
 accuracy, precision, recall, and R2. In their work, they concluded that MLP performed
 better compared to other techniques, and in addition when 10-fold cross validation
 metric was used in used breast cancer prediction, MLP also performed better.
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 (Khourdifi & Bahaj, 2019) in their research work, applied four machine learning
 techniques namely SVM, RF, Naïve Bayes and K-NN on Wisconsin breast cancer
 dataset from UCI machine learning repository. The authors used Waikato Environment
 for Knowledge Analysis (Weka) software for the simulation of the algorithm. In their
 results, SVM had the overall performance in terms of effectiveness and efficiency.
 (S Kharya, Dubey, & Soni, 2013) in their research work, carried out a comprehensive
 review of researches of some predictive models on breast cancer classification. The
 authors considered these machine learning algorithms Decision Tree, SVM, ANN,
 Bayesian Network and K-Nearest Neighbour. The authors restricted their review of
 research works from 2003 to 2013. The authors found ANN to be the most widely used
 predictive model in medical prediction, SVM is mainly used in computational biology
 such as microarray data analysis, translational initiation site recognition in DNA. The
 author noted that ANN and SVM are black box models hence, they have low
 acceptance in community working with large dataset due to their high time complexity
 in the training phase(Shweta Kharya, 2012). The authors found Bayesian Network to
 be very suitable to make predictions in uncertain circumstances coupled with
 incomplete data and also BN is suitable for the classification of breast cancer tumour.
 (Agarap, 2017) proposed a new machine learning algorithm called GRU-SVM, this is
 a combination of gated recurrent unit (GRU) variant of recurrent neural network and
 (RNN) and the support vector machine (SVM) that is used on WBCD. The same
 dataset was also used on these algorithms Multilayer perceptron, Nearest Neighbour,
 Softmax Regression, and SVM.
 The author split the dataset into two, 70% was kept for the training phase and 30% for
 the testing phase. The author’s result showed that all the used Machine learning
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 models performed well (all met above 90% test accuracy) on the classification task.
 The MLP was outstanding with a test accuracy of approximately 99.04%.
 (Ivančaková, Babič, & Butka, 2018) investigated six machine learning models namely,
 C4.5, SVM, K-NN, Random Forest, Neural Networks, Naïve Bayes on Wisconsin
 Diagnostic breast cancer Dataset, and the authors found their results to be plausible
 compared to prior works done before theirs. The authors proposed a new combination
 of machine learning algorithms such as using K-Means for the recognition of hidden
 patterns of the malignant and benign tumours separately, and SVM was then used in
 generating the new classifier within 10-fold cross validation. Their new approach got
 an accuracy of 97.38%, which was an improvement to the scores of the six algorithms.
 (L. Li et al., 2017) in their research work, employed Backward propagation (BP) Neural
 Network and Logistic regression to classify heart sound signals into normal or
 abnormal. The authors used 3 feature sets which are formed from 40 extracted
 features, these 3 features set served as inputs to the models.
 The authors found BP Neural network to have better classification performance with
 an accuracy of 88.56% (sensitivity 68.36%, specificity 94.01%) and Logistic
 Regression having an accuracy of 72.56% (sensitivity 15.68%, specificity 87.71%).
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 CHAPTER THREE
 MATERIALS AND METHOD
 In this chapter, we shall discuss the framework, algorithm used and explain various
 stages in the framework.
 3.1 Concept of Classification Technique
 Classification is one of the ways the machine learns. It has the specific goal of
 accurately classifying the unknown values of attribute of the target known values
 (Jhajharia et al., 2016; Aggarwal & Xhai, 2012; Mitra & Acharya, 2004). Classification
 is crucial in data mining and machine learning because it presents a clear distinction
 between the various classes by understanding deeply the relationship between the
 variables together with the class attribute (Aggarwal, 2015; Guo, Huang, & Zhang,
 2014; Kriegel et al., 2007; T. Li, Ma, & Ogihara, 2005; Uppal, 2016).
 It is established that there are some attributes that are slightly different from another
 or the difference is insignificant. Therefore if some of the insignificant attributes are
 ignored, results will be obtained at the minimum time (Garg, Beg, & Ansari, 2009). We
 developed a model for classifying breast cancer using Logistic Regression classifier.
 The model was trained and tested using a Wisconsin Breast Cancer Dataset (WBCD)
 obtained from UCI machine learning repositories.
 3.2 Software Design Phase
 The proposed model was implemented using Jupyter Notebook, a python
 programming environment, which has a machine learning library, Sci-Kit Learn.
 Sci-Kit Learn has built-in support for all extant machine learning algorithms used for
 classification, and a good number of packages for data pre-processing techniques,
 machine learning performance measures.
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 This language has major advantages over others because of its flexibility, given output
 after the convergence of the learning stage, easy plotting of graphs and charts.
 3.3 Hardware Requirement
 The hardware requirements are:
 1. Windows 7, 8 or 10, 64bits for PC and iOS 8, 10 for Macintosh operating
 system.
 2. All CPUs
 3. 4GB RAM and 40GB HDD free space
 3.4 Proposed Framework
 The proposed framework consists of the following modules: data collection, the pre-
 processing stage which involves the handling of missing data, the training, and testing
 of the machine learning models and lastly, performance analysis and comparison.
 Fig. 3.1 depicts the proposed framework, the data is collected from UCI online
 machine learning repository. The data collected will be pre-processed, the pre-
 processing is done so as to handle the missing values in the data and a feature scaling
 technique is employed to normalize the data. The data is split into training set (80%)
 and test set (20%). The training is used to train the four prediction models, while the
 test set is used for validation purpose.
 Using these performance metrics, which are precision, recall, and f1-score, the four
 prediction models are evaluated and compared.
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 Figure 3. 1. Proposed Classification Framework
 3.4.1 Experiments
 The first step in the methodology is pre-processing the data, using the tools available
 in SciKit Learn library available in Python programming language (version 3.6.5).
 Taking into consideration the dataset adopted, the pre-processing will focus on
 managing the missing attributes, the unbalanced data and the number of attributes
 used to train the predicting model.
 To handle the 16 missing values, we calculated the mean of the non-missing values
 and this mean value will be used to replace all missing values for all attributes having
 one or two missing values in the dataset.
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 When studying problems with imbalanced data, it is crucial to adjust either the
 classifier or the training set balance, or even both, to avoid the creation of an
 inaccurate classifier. A common practice for dealing with imbalanced datasets is to
 rebalance them artificially, which is called “up-sampling” (replicating features from the
 minority) and “down-sampling” (removing cased from the majority). There are plenty
 of studies demonstrating that this kind of technique does not have a great effect on
 the predictive performance of learned classifiers (Rodrigues, 2016).
 In this paper, the problem with imbalanced data is solved by choosing machine
 learning methods that are insensitive to this kind of issue. This classifier is Logistic
 Regression.
 3.4.2 Data collection
 Data set was made available by Wisconsin Madison hospital via the UCI machine
 learning repository. The dataset is available at:
 https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Diagnostic%29
 The breast cancer dataset found at UCI repository was collected by Dr. Williams H.
 Wolberg (1989 - 1991) (Mangasarian, Street, & Wolberg, 2008). Wisconsin dataset is
 numerical in nature with 699 rows and 11 columns; each row of the data has a unique
 ID with nine attributes and one class attribute.
 It comprises of 699 samples, 683 are complete data sample while 16 samples are
 having some missing values. The Wisconsin Breast Cancer Data (WBCD) data were
 obtained via fine needle aspirates of affected tissue with virtually assessed nuclear
 features from patients’ breasts.
 https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Diagnostic%29
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 The program uses a curve-fitting algorithm, as shown in Fig. 3.2, to compute ten
 features from each one of the cells in the sample, then it calculates the mean value,
 extreme value and standard error of each feature for the image, returning a 30 real-
 valuated vector (Rodrigues, 2016).
 Figure 3. 2. A magnified image of a malignant breast fine needle aspirate (Mangasarian et al., 2008).
 Each attribute is scaled on 1-10 which implies 10 as the most abnormal. The attribute
 class is represented by 2 or 4, benign and malignant respectively. Fig. 3.3 shows the
 dataset, and Table 3.1 shows the detailed dataset description of the attributes.
 The data can be considered ‘noise-free‘ and has 16 missing values, which are the
 Bare Nuclei for 16 different instances.
 Figure 3. 3. Sample of the Wisconsin breast cancer dataset
 Table 3. 1. Summary of the dataset
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 Dataset No. of Attributes No. of Instances No. of Classes
 WBCD 11 699 2
 Features
 Clump thickness Numeric 1-10
 Uniformity of cell size Numeric 1-10
 Uniformity of Cell Shape Numeric 1-10
 Marginal Adhesion Numeric 1-10
 Single Epithelial Cell Size
 Numeric 1-10
 Bare Nuclei Numeric 1-10
 Bland Chromatin Numeric 1-10
 Normal Nucleoli Numeric 1-10
 Mitoses Nominal 1-10
 Class Nominal 2 (Benign) or 4 (Malignant)
 Class Distribution Benign: 458 (65.5%)
 Malignant: 241 (34.5%)
 Number of Missing Values 16
 Number of Instances 699
 Features of data set
 Clump Thickness: The nature of benign is monolayer grouping while cancerous
 is in multilayer.
 Uniformity of Cell Size/Shape: Cancer cells vary in shapes and sizes.
 Marginal Adhesion: The nature of normal is that they stick together while
 cancerous cell lose.
 Single Epithelial Size: Cells are significantly enlarged.
 Bare Nuclei: This term is usually in reference to nuclei that are not surrounded
 cytoplasm.
 Bland Chromatin: In cancer, the chromatin tends to be coarser.

Page 30
						

18
 Normal Nucleoli: In a normal being, the nucleolus is very small if seen. These
 are small structure see in the nucleus.
 Mitoses: Cancer is generally known with the uncontrollable cell division.
 Diagnosis: 2 – Benign or 4 - Malignant
 3.4.2 Data pre-processing
 The data pre-processing technique employed in this work was done to handle the 16
 missing values found in the ‘Bare Nuclei’ attribute of the data. To handle this problem,
 the mean of the non-missing values was calculated and this calculated mean is then
 used to fill up the 16 missing values. In this preprocessing stage, we also employed a
 feature scaling technique to normalize the data set.
 Feature scaling
 This method is widely used for normalization in many machine learning algorithms
 (e.g., support vector machines, logistic regression, and artificial neural networks)
 (Grus, 2015). The general method of calculation is to determine the distribution mean
 and standard deviation for each feature. Next, we subtract the mean from each
 feature. Then we divide the values (mean is already subtracted) of each feature by its
 standard deviation.
 Where 𝑥′ = 𝑥−�̅�
 𝜎
 Where 𝑥 is the original feature vector, �̅� = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑥) is the mean of that feature
 vector, and 𝜎 is its standard deviation.
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 3.4.3 Machine learning classifiers
 Logistic regression is the main machine learning model that is employed in this
 research work and for comparison purpose, three other extant machine learning
 models namely support vector machine, Naïve Bayes, and Artificial Neural Network
 are considered.
 Logistic regression model
 Logistic regression was developed in late the 1960s and early 1970s(Cabrera, 2007;
 Haigh, Cox, & Snell, 2007; Peng, Lee, & Ingersoll, 2002) and became popular among
 researches in various fields, particularly among health researchers(Abedin,
 Chowdhury, & Afzal, 2016).
 Logistic regression is prevalent in almost every standard statistical software package.
 Owing to its wide popularity and usefulness in research it is important to comprehend
 the basics of logistic regression i.e., how does the model operate, what postulations
 are needed to be verified, how to report the results found, etc. (Abedin et al., 2016). In
 this paper, we study binomial logistic regression for the classification of breast cancer
 dataset.
 The mathematical notion of logistic regression is to show the relationship between the
 outcome variable (dependent variable) and predictor variables (independent
 variables) in terms of logit: the natural logarithm of odds. Let’s take into consideration
 a simple case where Y is a dichotomous dependent variable categorized as “1” and
 “0” and X is a continuous independent variable. Now if we draw a scatter plot, as
 expected we will have two parallel lines analogous to each dependent variable
 category.
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 The relationship does not follow a linear trend and hence not possible to describe
 through a simple linear regression(Abedin et al., 2016; Peng et al., 2002).
 Logistic regression remedies this little hiccup by logit transformation on the dependent
 variable Y. The simplest form of logistic regression model can be written as:
 𝑙𝑜𝑔𝑖𝑡(𝑌) = In (𝜋
 1−𝜋) = 𝛽0 + 𝛽1𝑋 (1)
 Here π is the probability of occurrence for the outcome Y and π/ (1−π) is the odds of
 success; the ratio of the probability of occurrence for the outcome Y and the probability
 of the outcome Y not occurring.
 𝛽0 and 𝛽1 are known as intercept and slope (regression coefficient) respectively
 (McGee, 2013).
 By taking antilog on both sides of equation (1) we can estimate the probability of the
 occurrence of outcome Y for a given value of predictor X (Abedin et al., 2016):
 𝜋 = 𝑃(𝑌|𝑋 = 𝑥) = 𝑒𝛽0+𝛽1
 1+𝑒𝛽0+𝛽1 (2)
 The predictor variable X can be either continuous or categorical. Logistic regression
 can be extended for more than one predictor as well,
 𝐿𝑜𝑔𝑖𝑡(𝑌) = 𝐼𝑛𝜋
 1−𝜋= 𝛽0 + 𝛽1 + ⋯ + 𝛽𝑝𝑋𝑝 (3)
 Equation (3) is the general form of a logistic regression model for p number of
 predictors. Regression parameter βs (betas) can be estimated by either maximum
 likelihood (ML) method or weighted least square method (Abedin et al., 2016). The
 value of regression coefficients β1...βp points out the correspondence between X’s
 and logit of Y. A coefficient value greater than 0 points to an increase in logit of Y with
 an increase in X and coefficient value lesser than 0 points to a decrease in logit of Y
 with an increase in X. When the coefficient value is 0, it indicates there is no linear
 relationship among logit of Y and predictors X (Fig. 3.4).
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 For the ease of interpretation, we usually report the odds ratio along with the
 regression coefficient. Odds ratio can be calculated by the following formula,
 𝑂𝑑𝑑 𝑟𝑎𝑡𝑖𝑜(𝑂𝑅) = 𝑒𝛽 (4)
 Figure 3. 4: Important estimates of Logistic regression and interpretation
 Support Vector Machine Model
 SVM is a supervised ML classification technique that is typically employed in the field
 of cancer diagnosis and prognosis. SVM operates by selecting critical samples from
 all classes known as support vectors and separating the classes by generating a linear
 function that divides them as broadly as possible using these support vectors
 (Bazazeh & Shubair, 2016).
 Therefore, it can be said that a mapping between an input vector to a high
 dimensionality space is made using SVM that aims to find the most suitable
 hyperplane that divides the data set into classes (Williams & Williams, 2011). This
 linear classifier aims to maximize the distance between the decision hyperplane and
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 the nearest data point, which is called the marginal distance, by finding the best-suited
 hyperplane (Kourou, Exarchos, Exarchos, Karamouzis, & Fotiadis, 2015). Fig. 3.5
 shows a scatter plot of two classes with two properties.
 A linear hyperplane is defined as ax1 + bx2 and the aim is to find a, b, and c such that
 ax1 + bx2 ≤ c for class 1 and that ax1 + bx2 > c for class 2 (Cleophas & Zwinderman,
 2013; Williams & Williams, 2011). SVM depends on the support vectors, which are the
 data sets closest to the decision boundary, in their algorithms and this makes SVM
 different from other techniques. This is because removing other data points that are
 further away from the decision hyperplane will not change the boundary as much as if
 the support vectors were removed (Bazazeh & Shubair, 2016).
 Figure 3. 5. SVM generated hyper-planes
 Naïve Bayes Model
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 Naive Bayes relies on an assumption that is rarely valid in practical learning problems:
 that the attributes used for deriving a prediction are independent of each other, given
 the predicted value. By using this technique, the probability of an instance which
 belongs to a particular class is predicted.
 All the features are presumed independent according to Bayes theorem which means
 there is no dependency among the attribute value on a given class and the other
 attributes (Frank, Trigg, Holmes, & Witten, 2000).
 Multilayer Perceptron model
 The MLP is based on the supervised procedure as shown in Fig. 3.6, that is, the
 network builds a model based on examples in data with known outputs. A relation
 between problem and solution may be quite general, for example, the simulation of
 species richness or the abundance of animal (output) expressed by the quality of
 habitat (input) (Marwala, 2018).
 Figure 3. 6. Schematic of a three-layered feedforward neural network, with one input layer, one hidden layer, and one output layer (Marwala, 2018).
 3.4.4 Training the logistic regression model
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 All experiments on the classifiers discussed in this paper were conducted using a
 machine learning library, SciKit Learn and we used Jupyter Notebook as our integrated
 development environment (IDE).
 SciKit-Learn that is a built-in library in Python 3.6.5, that contains a collection of
 machine learning algorithms for data pre-processing, classification, regression,
 clustering and association rules.
 Machine learning techniques implemented in SciKit-Learn are applied to a variety of
 real-world problems. The program offers a well-defined framework for experimenters
 and developers to build and evaluate their models.
 In Binary Logistic Regression analysis methods the independent variables are dummy
 variables, and these independent variables consist of different size levels whereas
 dependent variables must be linear and fulfil the response that is needed for this
 method. A logistic regression model is the result of non-linear transformation of the
 linear regression model (Yusuff et al., 2012).
 For a binary classification problem, where Y ∈ {0, 1}.
 An Odds Ratio (OR) is defined as: OR = (P(Y = 1|X)
 P(Y=0|X)) ∈ [0, ∞}
 If OR > 1, P(Y=1|X) is more likely to occur
 If OR < 1, P(Y=0|X) is more likely to occur
 A logit is defined as, logit = In (OR) ∈ (-∞, ∞)
 Output = 0 or 1; Hypothesis => Z = WX + B
 Activation function: hΘ(x) = sigmoid (Z)
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 Figure 3.7. Sigmoid Activation Function
 From Fig. 3.7, we can depict that if ‘Z’ goes to infinity, Y (predicted) will become 1 and
 if ‘Z’ goes to negative infinity, Y (predicted) will become 0. However, in this research
 work, 1 will be 2 and 0 will be 4 for our Y (predicted outcomes).
 Analysis of the hypothesis
 The output from the hypothesis is the estimated probability. This is used to infer how
 confident can predicted value be actual value when given an input X. Consider the
 example below.
 X = [X0 X1 … X9] = [One row from our dataset, having the 9 attributes]
 Based on the X value, assume we obtained the estimated probability to be 0.8. This
 denotes that there is an 80% chance that a breast cancer case is benign and in the
 event of a probability 0.45, then there is a 65% chance that a case is malignant.
 The output from the hypothesis is the estimated probability. This is used to infer how
 confident can predicted value be actual value when given an input X.
 Mathematically this can be written as shown in Fig. 3.8 below,
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 Figure 3. 8. Mathematical Representation of Logistic regression model
 This justifies the name ‘logistic regression’. Data is fitted into the linear regression
 model, which then be acted upon by a logistic function predicting the target categorical
 dependent variable.
 3.5 Classifier Performance Evaluation Criteria
 After the training phase, the classifiers are tested and their prediction accuracies are
 measured. To effectively evaluate the performance of these prediction models the
 following performance metrics are used in this work to achieve this aim.
 3.5.1 Confusion matrix
 “A confusion matrix contains information about actual and predicted classifications
 done by a classification model. Performance of such model is commonly evaluated
 using the data in the matrix.
 Table 3.2 shows the confusion matrix for a two class classifier (Goyal & Mehta, 2012).
 It classifies each instance into one of two classes.
 The classes are true and false; this gives rise to four possible classifications for each
 instance as listed below.”
 True-Positive(TP) means positive pattern seen as positives
 False-Positive(FP) means negative pattern seen as positive
 False-Negative(FN) means positive Pattern seen as negative
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 True-Negative(TN) means negative Pattern seen as negative
 Table 3. 2. A 2 2 Confusion Matrix for two Class Classifier”
 Actual Class
 Positive(2) Negative(4)
 Predicted class
 Positive(2) True Positive (TP) False Negative (FN)
 Negative(4) False Positive (FP) True Negative (TN)
 From the table above the classification that lies along the major diagonal that is TP
 and TN are the correct classifications/predictions.
 While the remaining fields, FN and FP signify model error. From Confusion Matrix
 many model performance metrics can be derived, popular among the metrics is
 accuracy, which is defined as:”
 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =𝑇𝑃 + 𝑇𝑁
 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 Here accuracy rate is all the correctly classified patterns divided by total number of
 patterns.
 Other performance metrics include precision, recall, and f1-score defined as follows:
 3.5.2 Precision
 This defines how exact the model is in terms of its prediction
 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
 𝑇𝑃+𝐹𝑃 For the benign case;
 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑁
 𝑇𝑁+𝐹𝑁 For the malignant case;
 3.5.3 Recall (Sensitivity)
 This performance metric implies how different values and independent variable affect
 a dependent variable.
 Confusion Matrix
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 𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
 𝑇𝑃+𝐹𝑁 For the benign case;
 𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑁
 𝑇𝑁+𝐹𝑃 For the malignant case;
 3.5.4 F1-Score
 This conveys the balance between precision and recall; this is the harmonic mean of
 Precision and Recall.
 F1-score = 2
 1
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+
 1
 𝑅𝑒𝑐𝑎𝑙𝑙
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 CHAPTER FOUR
 RESULTS AND DISCUSSIONS
 This chapter includes the implemented framework and results with the programming
 language used from the preprocessing phase to the training and validation phase of
 the prediction models. Screenshots of results are presented to support our proposed
 framework.
 4.1 Presentation of Results
 All the steps taken in this research work: handling missing values in the data, feature
 scaling of the data, training the prediction models and the evaluation of the models’
 performance in terms of accuracy, precision and sensitivity are presented; all the
 various stages of preprocessing, normalization, training and testing of data,
 classification, and measures of accuracy are implemented using SciKit Learn library
 in python programming. The results are all displayed and analyzed.
 4.1.1 Reading the Textual File
 The downloaded data from UCI machine learning repository is located on my local
 machine at this directory “C:\Users\SKITTISH\Desktop\THESIS WORK\code” with the
 file name WBCD_9_attributes.csv. Python programming has a library known as
 Pandas, which can be used to open and read comma separated valued (CSV) files
 and Fig. 4.1 shows the python code used to read in our data set file.
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 Figure 4. 1. Reading in the WBCD file.
 4.1.2 Data pre-processing
 From Fig. 4.2, we can see that for ‘Bare_Nuclei’ there are 683 data points, whereas
 others have 699 data points. There are 16 missing values in Bare_Nuclei, and without
 handling these missing values, it will be difficult to train the classifiers.
 Figure 4. 2. WBCD information.
 Handling missing value
 To handle the missing, we adopted a strategy whereby we use the calculated mean
 from the 683 non-missing values in the Bare_Nuclei to fill up the 16 missing values.
 To implement this, we used an imputer method in SciKit Learn to handle the missing
 value situation and Fig. 4.3 below shows the python code used to handle the missing
 values.
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 Figure 4. 3. Handling the missing values
 After running the code as shown in Fig. 4.3, all the missing values are filled up. Fig.
 4.4 below shows the information of our dataset after the missing values have been
 filled up. From Fig. 4.4 we can see that Bare_Nuclei now has 699 data points.
 Figure 4. 4. WBCD information with no missing values
 Feature scaling
 Fig. 4.5 shows the python code used to implement the feature scaling of the dataset
 using a StandardScalar method in the preprocessing class of SciKit Learn library.
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 Figure 4. 5. Feature scaling of WBCD
 4.1.3 Training of classifiers and classification task
 For classification, the preprocessed data is fed to the logistic regression model. The
 data is split into two parts; the training set (80% of data) and test set (20% of data). To
 train the model we used the training set and to evaluate the performance of the model
 we used the test set. Fig. 4.6 shows the python programming code used to implement
 this. The training set has 569 data points and the test set is 140.
 Figure 4. 6. WBCD split into training and test set.
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 Fig. 4.7 depicts the python code used to implement the training of the Logistic
 Regression model.
 Figure 4. 8. Training LR model.
 Fig. 4.8 depicts the python code used to implement the training of the Naïve Bayes
 model.
 Figure 4. 9. Training the NB model
 Fig. 4.9 depicts the python code used to implement the training of the Support Vector
 Machine model.
 Figure 4. 10. Training the SVM model
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 Fig. 4.10 depicts the python code used to implement the training of the Multilayer
 Perceptron Model.
 Figure 4. 11. Training the MLP model
 After the learning and training phase, the next step is to test the intelligence of the
 model, for this purpose the test data is used. The test set has 140 data points with 9
 independent features and one target label. To test the trained model, the test set with
 the exclusion of the target label is fed to the model for the model to make some
 predictions. The predictions (predicted outcome) from the model will be used to match
 the actual outcomes of the test set. Fig. 4.11 shows the python code used to test the
 logistic regression model and the predicted outcomes are shown.
 Figure 4. 12. LR model is tested
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 4.1.4 Performance Analysis
 Four performance metrics namely confusion matrix, precision, recall, and f1-score
 are used to evaluate the performance of the trained models. Then, their
 performances are discussed, analyzed and hypotheses are made. Fig. 4.12 shows
 confusion matrix, accuracy score, precision score, recall score and f1-score for the
 LR model when feature scaling is not applied on the WBCD.
 Figure 4. 13. Performance metrics for the LR model (1)
 Fig. 4.13 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the LR model when feature scaling is applied on the WBCD.
 Figure 4. 14. Performance metrics for the LR model (2)
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 Fig. 4.14 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the NB model when feature scaling is not applied on the WBCD.
 Figure 4. 15. Performance metrics for the NB model (1)
 Fig. 4.15 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the NB model when feature scaling is applied on the WBCD.
 Figure 4. 16. Performance metrics for the NB model (2)
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 Fig. 4.16 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the SVM model when feature scaling is not applied on the WBCD.
 Figure 4. 17. Performance metrics for the SVM model (1)
 Fig. 4.17 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the SVM model when feature scaling is applied on the WBCD.
 Figure 4. 18. Performance metrics for the SVM model (2)
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 Fig. 4.18 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the MLP model when feature scaling is not applied on the WBCD.
 Figure 4. 19. Performance metrics for the MLP model (1)
 Fig. 4.19 shows confusion matrix, accuracy score, precision score, recall score and
 f1-score for the MLP model when feature scaling is applied on the WBCD.
 Figure 4. 20. Performance metrics for the MLP model (2)
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 Fig. 4.12 to Fig.4.19 show the code implementation of the performance evaluation
 using for the four prediction models. This performance evaluation is done for the four
 models in two cases:
 Case 1: No feature scaling technique is employed (on WBCD) in the data
 preprocessing stage. Case 2: Feature scaling technique is employed (on WBCD) in
 the data preprocessing stage.
 Table 4. 1. Performance metric for LR, SVM, NB, MLP (WBCD is not feature scaled)
 NO FEATURE SCALING OF DATA
 Classifier Precision Recall F1-Score
 LR 97% 97% 97%
 NB 95% 95% 95%
 SVM 97% 97% 97%
 MLP 43% 66% 52%
 Table 4. 2. Performance metric for LR, SVM, NB, MLP (WBCD is feature scaled)
 FEATURE SCALING OF DATA
 Classifier Precision Recall F1-Score
 LR 97% 97% 97%
 NB 97% 97% 97%
 SVM 98% 98% 98%
 MLP 97% 97% 97%
 Table 4.1 and Table 4.2 show the performance comparison of three prediction models
 with the Logistic regression model. When the data fed to the models is not normalized,
 we can see that SVM has the best prediction performance, LR and NB also performed
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 well, but MLP has a poor performance, owing to the fact that artificial neural networks
 perform badly in the presence of unbalanced data.
 However, when the data is normalized, all the models performed very well, with SVM
 having 98% and the rest 97%. Notably, the performance of LR did not change, LR has
 f1-score of 97% for both cases, i.e. when data is scaled and when the data is not.
 4.2 Our Contribution
 Evaluating the performance of logistic regression model for the classification of breast
 cancer. In this research, we checked how logistic regression model handles cases
 with unscaled data and scaled data. The performance of our LR model is compared
 with three prediction models namely SVM, NB, MLP.
 The implementation in this research work was done with machine learning libraries in
 Python programming language (version 3.6.5).
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 CHAPTER FIVE
 SUMMARY, CONCLUSION AND FUTURE WORK
 5.1 Summary
 The need for an accurate predictor for the prediction of breast cancer cannot be
 overemphasized. Breast cancer has the second highest mortality rate, where lung
 cancer is the first and this cancer affects mostly women. For its detection and
 classification, physicians used mammography to make prognosis and diagnosis on
 their patients. However, the accuracy of mammography is less impressive, so the need
 for a better prediction facilitator is ever fervent.
 Many researchers have employed the techniques of machine learning and artificial
 intelligence for the prediction and classification of breast cancer. These techniques
 take data as input, learn from the data and next time will be able to make predictions
 on any new data that has the same dimension with that which they learn from. In this
 research, the machine learning technique employed is logistic regression. Logistic
 regression is a statistical probabilistic model, which uses sigmoid function as its
 activation function. The data used in this work is Wisconsin breast cancer dataset from
 UCI online machine learning repository. The data has 11 attributes with 699 data
 points and 16 missing values. The missing values were filled up with mean value
 calculated from the non-missing values in ‘Bare_Nuclei’ features of the data. For the
 classification task, the data is split into two sets, which are training set (80% of data)
 and test set (20% of data).
 The training set is used to train the logistic regression model and subsequently, the
 test set is used to test the trained model. In this work, we checked for the behavior of
 our model in cases where the data used for training and testing has its features scaled
 and that when its features are not scaled.
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 The performances of our model on both cases are compared with other extant
 prediction models namely, SVM, NB, and MLP (an artificial neural network). From our
 result analysis, SVM performed slightly better than our LR model, however, the notable
 observation from our work is that the performance our LR model remained the same
 for both cases, and this is not true for the other models. The performance metrics used
 for our performance evaluation are the confusion matrix, precision score, recall score
 and f1-score.
 5.2 Conclusion
 Logistic regression model does not necessarily require data feature scaling of data,
 neither is it greatly affected by unbalanced data nor dependency among data set
 features. Hence, for medium size data, logistic regression is a good probabilistic
 prediction model to employ for a binary classification problem, because of its simplicity
 and less time complexity; therefore, logistic regression model can be used for the
 prediction of breast cancer, which greatly help physicians to make proper and early
 diagnosis, which will go a long way in increasing the survivability rate of breast cancer
 patients.
 5.3 Future work
 For future work, we propose the development of an ensemble learning model,
 comprising Logistic regression, Artificial Neural Network, and Support Vector Machine
 for cancer predictions.
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 APPENDIX
 #PYTHON IMPLEMENTATION CODE FOR BREAST CANCER CLASSIFICATION USING LOGISTIC REGRESSION
 #SUPPORT VECTOR MACHINE, NAIVE BAYES, AND MULTILAYER PERCEPTRON
 #@author----- Ude Anthony Anene
 # coding: utf-8
 #we import the relevant libraries needed for this work
 import pandas as pd
 import numpy as np
 from matplotlib import pyplot as plt
 get_ipython().run_line_magic('matplotlib', 'inline')
 #using the pandas object we read in our csv file ( wisconsin breast cancer dataset)
 df = pd.read_csv("WBCD_9_attributes.csv")
 #Displays the first 3 rows of the dataframe
 df.head(3)
 # displays the data information
 df.info()
 #importing the imputer class to handle the missing the value
 from sklearn.preprocessing import Imputer
 # an imputer class object is created and given a strategy of mean
 imputer = Imputer(missing_values='NaN',strategy='mean',axis=0)
 df.iloc[:,[6]]= imputer.fit_transform(df.iloc[:,[6]])
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 df.Bare_Nuclei = df.Bare_Nuclei.astype(int)
 df.info()
 # x contains the independent variables and y contains the label
 x = df.iloc[:,1:10]
 y = df.iloc[:,10:11]
 from sklearn.model_selection import train_test_split
 # the data set is split into two sets: training set (80%) and test (20%)
 x_train,x_test,y_train,y_test = train_test_split(x,y,test_size=0.2)
 x_train.shape
 # StandardScaler is used to normalize the dataset
 from sklearn.preprocessing import StandardScaler
 scaler = StandardScaler()
 x_train = scaler.fit_transform(x_train)
 x_test = scaler.transform(x_test)
 # LogisticRegression class imported from sklearn.learn_model
 from sklearn.linear_model import LogisticRegression
 # instance (our model) of LogisticRegression is created
 lr = LogisticRegression()
 #Using the fit method the model is trained
 lr.fit(x_train,y_train)
 #The prediction accuracy of the trained model is tested
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 lr.score(x_test,y_test)
 # y_pred is variable to store the predicted values from the model
 y_pred = lr.predict(x_test)
 #Displays the predicted values
 y_pred
 from sklearn.metrics import precision_score,recall_score, f1_score,confusion_matrix
 #Displays the confusion matrix for the Logistic regression model
 confusion_matrix(y_test,y_pred)
 #This displays the accuracy score, precision score, recall score and f1-score for the logistic regression model
 from sklearn import metrics
 from sklearn.metrics import classification_report
 print('accuracy %s' %metrics.accuracy_score(y_pred, y_test))
 print(classification_report(y_test,y_pred,target_names=["Benign","Malignant"]))
 # pred_prob stores the probability for the labels
 pred_prob = lr.predict_proba(x_test)[:,1]
 pred_prob
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 #***********************************************************************************************
 #SUPPORT VECTOR MACHINE IMPLEMENTATION MODEL STARTS HERE
 # LinearSVC class imported from sklearn.svm
 from sklearn.svm import LinearSVC
 # instance (our model) of SVM is created
 svm_clf = LinearSVC(C=1,loss='hinge')
 #Using the fit method the model is trained
 svm_clf.fit(x_train,y_train)
 #The prediction accuracy of the trained model is tested
 svm_clf.score(x_test,y_test)
 # y_pred is variable to store the predicted values from the model
 y_pred = svm_clf.predict(x_test)
 #Displays the predicted values
 y_pred
 #Displays the confusion matrix for the Logistic regression model
 confusion_matrix(y_test,y_pred)
 #This displays the accuracy score, precision score, recall score and f1-score for the #svm model
 from sklearn import metrics
 from sklearn.metrics import classification_report
 print('accuracy %s' %metrics.accuracy_score(y_pred, y_test))
 print(classification_report(y_test,y_pred,target_names=["Benign","Malignant"]))
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 #*****************************************************************************************
 #NAIVE BAYES MODEL IMPLEMENTATION CODE STARTS HERE
 # GaussianNB class imported from sklearn.naive_bayes
 #from sklearn.naive_bayes import GaussianNB
 # instance (our model) of naive_bayes is created
 gnb = GaussianNB()
 #Using the fit method the model is trained
 gnb.fit(x_train,y_train)
 #The prediction accuracy of the trained model is tested
 gnb.score(x_test,y_test)
 # y_pred is variable to store the predicted values from the model
 y_pred = gnb.predict(x_test)
 #Displays the predicted values
 y_pred
 #Displays the confusion matrix for the Logistic regression model
 confusion_matrix(y_test,y_pred)
 #This displays the accuracy score, precision score, recall score and f1-score for the #naive_bayes model
 from sklearn import metrics
 from sklearn.metrics import classification_report
 print('accuracy %s' %metrics.accuracy_score(y_pred, y_test))
 print(classification_report(y_test,y_pred,target_names=["Benign","Malignant"])
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 #***********************************************************************************************
 #MULTILAYER PERCEPTRON IMPLEMENTATION CODE STARTS HERE
 # MLPClassifier class imported from sklearn.neural_network
 from sklearn.neural_network import MLPClassifier
 # instance (our model) of MLPClassifier is created
 mlp_clf=MLPClassifier(solver='adam',alpha=1e5,max_iter=10000,hidden_layer_sizes=(5,2), random_state=1)
 #Using the fit method the model is trained
 mlp_clf.fit(x_train,y_train)
 #The prediction accuracy of the trained model is tested
 mlp_clf.score(x_test,y_test)
 # y_pred is variable to store the predicted values from the model
 y_pred = mlp_clf.predict(x_test)
 #Displays the predicted values
 y_pred
 from sklearn.metrics import precision_score,recall_score, f1_score,confusion_matrix
 #Displays the confusion matrix for the Logistic regression model
 confusion_matrix(y_test,y_pred)
 #This displays the accuracy score, precision score, recall score and f1-score for the #MLPClassifier
 from sklearn import metrics
 from sklearn.metrics import classification_report
 print('accuracy %s' %metrics.accuracy_score(y_pred, y_test))
 print(classification_report(y_test,y_pred,target_names=["Benign","Malignant"]))
 #The code ends here!
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