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False confidence, non-additive beliefs, and validstatistical inference
 Ryan Martin∗
 June 28, 2019
 Abstract
 Statistics has made tremendous advances since the times of Fisher, Neyman,Jeffreys, and others, but the fundamental and practically relevant questions aboutprobability and inference that puzzled our founding fathers remain unanswered. Tobridge this gap, I propose to look beyond the two dominating schools of thoughtand ask the following three questions: what do scientists need out of statistics, dothe existing frameworks meet these needs, and, if not, how to fill the void? To thefirst question, I contend that scientists seek to convert their data, posited statisticalmodel, etc., into calibrated degrees of belief about quantities of interest. To thesecond question, I argue that any framework that returns additive beliefs, i.e.,probabilities, necessarily suffers from false confidence—certain false hypotheses tendto be assigned high probability—and, therefore, risks systematic bias. This revealsthe fundamental importance of non-additive beliefs in the context of statisticalinference. But non-additivity alone is not enough so, to the third question, I offera sufficient condition, called validity, for avoiding false confidence, and present aframework, based on random sets and belief functions, that provably meets thiscondition. Finally, I discuss characterizations of p-values and confidence intervalsin terms of valid non-additive beliefs, which imply that users of these classicalprocedures are already following the proposed framework without knowing it.
 Keywords and phrases: Bayes; fiducial; foundations of statistics; inferentialmodel; p-value; plausibility function; random set.
 1 Introduction
 Statistics is concerned with the collection and analysis of data for the purpose of eval-uating existing theories and creating new ones, i.e., learning about the world throughobservation. This is central to the scientific method and, therefore, a solid foundation ofstatistical inference—a set of core principles upon which an effective statistical analysisis built—is essential to the advancement of science. This foundation has been severelyshaken in recent years, however, starting perhaps with Ioannidis’s provocative claim thatmost published research findings are false (Ioannidis 2005). Science is a “culture of doubt”
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(Feynman 1956), so Ioannidis’s skepticism is healthy. Unfortunately, the support for hisclaim has continued to mount—see Nuzzo (2014) and the reports in Nature1—and thegravity of the problem is now becoming clear: large-scale replication projects have foundthat just 37/97 = 39% of findings in psychology (Open Science Collaboration 2015),11/18 = 61% in experimental economics (Camerer et al. 2016), and 13/21 = 62% insocial science (Camerer et al. 2018) could be replicated. Rightfully so, this plight is nowbeing called a replication crisis.
 There are many factors that contribute to the replication crisis, some are statistics-related and others are not.2 While statisticians can’t fully resolve the replication crisis,it’s important that we acknowledge our contribution to the problem and do our part tohelp. There are many ways to help but, since the crisis reflects poorly on the core of oursubject, I believe that foundations require our direct attention.
 Sadly, it’s necessary to emphasize that discussions of foundations are practically rel-evant, so let me kick off this discussion in the same way as Barnard (1985):
 I shall be concerned with the foundations of the subject. But in case it shouldbe thought that this means I am not here strongly concerned with practicalapplications, let me say that confusion about the foundations of the subject isresponsible, in my opinion, for much of the misuse of statistics that one meetsin fields of application. . .
 Barnard’s need to establish the practical relevance of foundational discussions stemsfrom their tendency to turn abstract and philosophical, blurring their connection toeveryday statistical practice. Both abstraction and philosophy are necessary but, to beeffective, they must be applied at the right level and in the right direction. The twodominant schools of thought, namely, frequentist and Bayesian, have co-existed for acentury despite many philosophical arguments for one approach over the other. Thereason these arguments have failed to take hold is that their practical implementationgenerally doesn’t align with the intuition and experience of data analysts. An importantexample is Birnbaum’s theorem3 (e.g., Berger and Wolpert 1984; Birnbaum 1962), whichimplies that the use of, say, the z- or t-test about an unknown normal mean is wrong orlacks foundational support despite its non-controversial theoretical properties and manyyears of successful applications. Needless to say, practitioners doubt the relevance of sucha result, so its impact has been rather limited.4
 1http://www.nature.com/nature/focus/reproducibility/index.html2Sociological factors, such as the “publish or perish” culture of academia, are major contributors to
 the replication crisis; see Crane and Martin (2018a,b,d).3There are two generally accepted notions in statistics: the sufficiency principle, which says that infer-
 ences should depend only on the value of the minimal sufficient statistic, and the conditionality principle,which says, roughly, inference should be conditioned on the observed values of ancillary statistics. Amore controversial notion is the likelihood principle, which says that inferences should only depend onthe shape of the likelihood function. Birnbaum’s theorem states that the sufficiency and conditionalityprinciples imply the likelihood principle. This is problematic because really only a Bayesian approachsatisfies the likelihood principle. Therefore, if I use, say, a t-test, which violates the likelihood principle,then Birnbaum’s theorem says I’m making an illogical step somewhere because I must have violated thewell-accepted sufficiency or conditionality principles.
 4In addition to the doubt about the relevance of Birnbaum’s theorem, there has been doubt about itsfactuality. Indeed, Evans (2013) and Mayo (2014) have argued that the claim is wrong or at least thatits implications have been exaggerated.
 2
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This lack of a clear and agreed-upon foundation or set of core principles is unsettling.On the one hand, this gives non-statisticians the impression that we don’t really knowwhat we’re doing; indeed, as Fraser (2011b) paraphrases from an astute outsider, “Whydon’t [statisticians] put their house in order?” On the other hand, statisticians havemostly given up on trying to sort this out, e.g.,
 Basic Principle 0: Do not trust any principle (Le Cam 1990),
 and
 If a statistical analysis is clearly shown to be effective [...] it gains nothingfrom being described as principled (Speed 2016).
 To bridge this gap between statisticians and non-statisticians, I believe that we need toask different questions. In particular, statisticians should not be asking frequentist orBayesian? but, rather, how best to meet the needs of science?
 In this direction, and in the spirit of overcoming the replication crisis described above,I like what Reid and Cox (2015) have suggested:
 . . . for any analysis that hopes to shed light on the structure of the problem,modeling and calibrated inferences . . . seem essential.
 My focus is the inference aspect. This is not because modeling is easy or of lesserimportance, but because the quantity about which inferences are sought is often definedonly relative to the posited model. Since the inference problem needn’t exist withouta model, I will assume that a model is already in place, and focus on the “calibratedinferences seem essential” part. To make this suggested principle operational, a preciseunderstanding of what each word means is necessary.
 • Inference. There is a strong desire to quantify uncertainties via probabilities or,more generally, via degrees of belief, and to make inferences based on these, so thiswill be my approach here; see Definition 1. Moreover, I’ll argue in Section 7.5 thatmy choice to formulate inferences based on degrees of belief is more inclusive thanexclusive, i.e., the classical approaches based on p-values and confidence intervalsare actually part of the proposed framework.
 • Calibrated. In metrology, calibration refers to the comparison of measurements to aspecified scale. In the present context, it’s the data analyst’s degrees of belief thatrequire a scale for interpretation, e.g., what belief values are sufficiently “large” or“small” that justified conclusions can be drawn. Another side of calibration, whichappears in a follow-up quote from Reid and Cox (see Section 4 below), is that thescale on which beliefs are interpreted should prevent “systematically misleadingconclusions,” i.e., provide control on the frequency of errors.
 • Essential. This word in the trio I take very seriously, for reasons that I will explain.Academic statisticians are encouraged/incentivized to focus on “methodology,” thedevelopment of methods and software to be used (hopefully widely) by practitionersand scientists. Therefore, the system is set up so that those with the expertise todevelop methods are involved in data analyses only at the inference step, and eventhis involvement is indirect through the practitioner’s use of their method/software.
 3
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If this is the extent of statisticians’ involvement in most scientific applications,should we be satisfied with methods that provide “approximate calibration” for“most hypotheses”? I will argue in Section 3 that there are non-trivial dangerslurking, creating risk of systematic bias, so here I’ll interpret “essential” literally,that calibrated beliefs are absolutely necessary.
 The main goal of this paper is two-fold. First, I explore the statistical implicationsof the suggested “calibrated inferences seem essential” principle. After some setup andnotation, in Section 2, I introduce the object of study, namely, an inferential model, whichis a map from data, statistical model, etc., to a function that returns the data analyst’sdegrees of belief in hypotheses of interest. These inferential models can take many forms,but the most familiar are those that return additive degrees of belief, i.e., probabilities.In Section 3, I argue that additive inferential models are always at risk of miscalibrationand systematic bias and, therefore, apparently don’t align with the “calibrated inferencesseems essential” standard. This suggests that there is something fundamental about non-additive beliefs in this context. The presence of non-additivity can be felt in the logic ofclassical statistical inference—e.g., rejecting the null hypothesis does not mean acceptingthe alternative—but, to my knowledge, the extent of non-additivity’s importance has yetto be fully elucidated.
 This leads to the second main goal of the paper, moving beyond those familiar additiveinferential models to something that does meet the specified standard. Unfortunately,non-additivity alone is not enough. Additional constraints on the inferential model out-put are needed, beyond non-additivity, and Section 4 presents what I call the validitycondition, a mathematical formulation of the requirements contained in the phrase “cal-ibrated inferences seem essential.” After some important remarks in Section 5, and areview of non-additive beliefs in Section 6, I describe the framework from Martin andLiu (2016) that is able to meet the validity condition. What distinguishes this approachfrom others is the incorporation of a suitable, user-specified random set, which results ina provably valid inferential model that returns a genuinely non-additive belief function.General details about the construction, the validity theorem, and a number of examplesare presented in Section 7. There I also describe some characterization results revealingthat users of those classical statistical methods, such as p-values and confidence inter-vals, have actually unknowingly been working in my non-additive belief framework allalong. After another collection of remarks in Section 8, I conclude in Section 9 with someperspectives, open problems, etc.
 2 Inferential models
 2.1 Setup, notation, and objectives
 To start, I assume that there is a statistical model PY |θ, indexed by a parameter θ ∈ Θ,for the observable data Y ∈ Y. Here, as is common in discussions of inference, I willassume that both the data and model are given, but they both deserve a few comments;see also Crane and Martin (2018c).
 • Data is what the statistician gets to see; in fact, it’s the only thing in a data analysisthat’s really known. Data must certainly be relevant to the scientific problem, and
 4
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the more informative the better. Technical details about the collection of (relevantand informative) data are presented in Hedayat and Sinha (1991) and Hinkelmannand Kempthorne (2008). Here I use the adjective “observable” to distinguish Yfrom other random variables that are “unobservable;” see Section 7.
 • Lehmann and Casella (1998, Ch. 1) define a model as a family of probability mea-sures on Y, indexed by a parameter θ ∈ Θ:
 P = {PY |θ : θ ∈ Θ}. (1)
 (Here PY |θ is a probability distribution for Y ∈ Y, a random variable, randomvector, or whatever, depending on θ; it need not be interpreted as a conditionaldistribution of Y , given θ, derived from a joint distribution for the pair.) Guidelineson the development of sound models are given, e.g., in Cox and Hinkley (1974),Box (1980), and McCullagh and Nelder (1983); McCullagh (2002) gives a moretechnical discussion. Here I will assume that the statistical model (1) is derived fromsome knowledge about the data-generating process and/or from an exploratory dataanalysis. This model serves two important purposes: first, it establishes a formalconnection between the data and the real-world problem; and, second, the relevantscientific questions can be formulated precisely in terms of the model parameter, θ.While it’s not a focus of the present paper, I should say that the development ofsound models is far from routine, especially in modern, complex problems such asnetwork analysis (e.g., Crane 2018d).
 Some might say that the model is incomplete in the sense that it’s missing an un-certainty assessment about the parameter θ in the form of a prior; see, for example,de Finetti (1972), Savage (1972), Gelman et al. (2004), and Kadane (2011). If a real sub-jective prior is available, then the statistical inference problem is “simply an applicationof probability” (Kadane 2011, p. xxv), in particular, Bayes’s theorem (e.g., Efron 2013a)yields the conditional distribution of θ, given Y = y, which can be used for inference. Ifgenuine prior information is available, then surely one should use it. However, a substan-tial part of the literature adopts a view that no real prior information is available; even inthe Bayesian literature, the trend is to work with “default” or “non-informative” priorsthat let the data speak for itself. One reason for this interest in prior-free scenarios is, asBrad Efron said during a presentation at the 2016 Joint Statistical Meetings in Chicago,that “scientists like to work on new problems.” In any case, my choice to separate theprior and model is to explore what can be done in cases where a fully satisfactory priordistribution is not available. Incorporating prior information into the framework I’mdescribing here is possible and I’ll have more to say on this in Section 9.
 Given a sound statistical model and relevant data, the goal is to make inferencesabout the unknown θ. Classically, these inferences come in the form of point or intervalestimates, hypothesis tests, etc.; prediction could also be included in this list of tasks(e.g., Martin and Lingham 2016), but my focus here is on inference about fixed-but-unknown quantities. A selling point of Bayesian and other distribution-based approachesto statistical inference is that it’s relatively straightforward to read off, for example, pointand interval estimates, from the posterior distribution. So, in the same spirit, I will takethis “posterior distribution” or, more generally, the data analyst’s degrees of belief (basedon data and posited statistical model) as the primitive, with estimates and tests beingderivatives. The next subsection makes this more precise.
 5
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2.2 Definition
 In the Bayesian literature (e.g., Kadane 2011; Lindley 2014), those elements discussed inthe previous section are converted to a probability distribution on Θ that encodes thedata analyst’s degrees of belief, from which inferences will be drawn. In other words, theBayesian procedure, or model, for inference is one in which the various inputs—relevantdata, sound statistical model, etc.—are mapped to probabilities concerning the unknownquantities. This idea can be generalized, as in the following definition, allowing for degreesof belief output that need not be a probability distribution.
 Definition 1. Fix the sample space Y, parameter space Θ, and let P be a statisticalmodel as in (1) that connects the two. Then an inferential model is a map from (P, y, . . .)to a function by : 2Θ → [0, 1] where, for each hypothesis A ⊆ Θ, by(A) represents the dataanalyst’s degree of belief in the truthfulness of the assertion “θ ∈ A,” and “. . .” denotesextra inputs that may vary from one situation to another.
 This definition formalizes the idea that inference is based on a process of convertingobservations into degrees of belief about θ. That is, an inferential model is simply a ruleor procedure that describes how the observed data, posited statistical model, and perhapsother ingredients (e.g., a prior distribution) are processed to quantify uncertainty for thepurpose of making inference. In particular, if the relevant scientific question is encoded interms of some feature φ(θ) of the model parameter θ, then the goal is to evaluate degreesof belief by(A) for hypotheses of the form A = {θ : φ(θ) ∈ B} for suitable B ⊆ φ(Θ).
 Note that the inferential model and the corresponding degrees of belief output, by,depend directly on P. A reviewer interpreted the form of this dependence as suggestingthat the inferential model is just a wrapper around the inputs (P, y) as opposed to allthe pieces contributing equally. I agree with this interpretation, but I don’t see this asunexpected or problematic. In applications, after collecting data and formulating a model,the investigator still has options for how to analyze the data, e.g., construct a Bayesianposterior distribution, carry out a likelihood ratio test, etc. And, again, that there is anorder—first model, then inference—is necessary because the precise formulation of therelevant scientific questions is in terms of the model parameters, so the inference problemgenerally isn’t even well-defined before the model is specified.
 This inferential model notion captures the familiar Bayesian approach, where the out-put by is simply the posterior distribution for θ, given data y, under the assumed model,with a user-specified prior distribution as part of “...” It also captures fiducial inference(Barnard 1995; Fisher 1973; Zabell 1992), structural inference (Fraser 1968), generalizedinference (Chiang 2001; Weerahandi 1993), generalized fiducial inference (Hannig 2009,2013; Hannig et al. 2016, 2006; Hannig and Lee 2009; Lai et al. 2015), confidence distri-butions (Schweder and Hjort 2002, 2016; Xie and Singh 2013), and Bayesian inferencewith data-dependent priors (Fraser et al. 2010; Martin and Walker 2014, 2017). The keyfeature these all share is that their output, by, is a probability measure. But Definition 1does not require by to be a probability, so it also covers situations where by is somethingmore general, such as a capacity, belief function, etc., as in Section 6. In these latter ap-proaches, by is not additive, so it is possible that both by(A) and by(A
 c) are small if datay is not especially informative about A. It turns out that additive versus non-additivehas important consequences; see Section 3.
 6
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Whatever the specific mathematical form of by, it can be used in a natural and straight-forward way. That is, large values of by(A) and by(A
 c) suggest that data strongly supportsthe truthfulness and falsity, respectively, of the claim “θ ∈ A.”5 See Dempster (2014) fora discussion of this general approach to inference through degrees of belief. Moreover, thedata analyst can, if desired, produce decision procedures based on the inferential output,e.g., reject a null hypothesis “θ ∈ A” if and only if by(A
 c) is sufficiently large.Lastly, it should be clear that inferential models are not unique—my degrees of belief
 might be different from yours. That inference requires individual judgment is not a short-coming, it is what makes statistics an interesting subject and what makes statisticians’expertise valuable. Depending on the application, however, I may want my degrees ofbelief to be meaningful to others, not just to myself, which puts certain constraints onmy inferential model. As Evans (2015, p. xvi) writes, “subjectivity can never be avoidedbut its effects can be. . . controlled.” This control comes from external or, in some sense,“non-subjective” considerations, and the remainder of the paper focuses on these.
 3 Additive inferential models
 3.1 Satellite conjunction analysis
 Satellites orbiting Earth impact our everyday lives. For example, those like me with a poorsense of direction rely on GPS navigation applications that use positioning informationfrom satellites to successfully reach our destinations. But it is not enough just to getthese satellites into orbit, they must be constantly monitored to prevent collision withone another or with other kinds of debris. The challenge is that collision events cannot bedetermined with certainty, so conjunction analysts must make important decisions, e.g.,whether evasive maneuvers are necessary, in the face of uncertainty. This practically-relevant application will serve as motivation for the forthcoming general discussion ofadditive versus non-additive beliefs.
 Conjunction analysts to use probabilities for uncertainty quantification, and theirapproach is as follows. Consider a pair of orbiting satellites whose positions and velocitiesare points in three-dimensional space. The standard conjunction analysis starts with anapproximation to reduce it to a two-dimensional problem. That is, a plane of closestapproach is determined and then it is assumed that the satellites are each approaching thisplane from an orthogonal direction, so only the projections onto this plane are relevant.Let θ = (θ1, θ2)> represent the difference between the true but unknown satellite positionson this plane, so that small ‖θ‖ indicates the satellites are close, hence a collision. LetY = (Y1, Y2)> denote the estimate of this difference in satellite positions based on noisydata. A simple statistical model to describe this scenario is Y ∼ N2(θ,Σ). The normalityassumption is often justified by invoking the central limit theorem, since the estimate Y isthe result of aggregating many position and velocity measurements. Here, as is commonin the conjunction analysis literature, I will assume that the covariance matrix Σ can beaccurately estimated so it will be taken as fixed.
 The next step in the analysis, as reviewed in Balch et al. (2019), is to first construct
 5Intermediate values of by(A), such as 0.4, are more difficult to interpret, but the same is true forprobabilities; see Section 5.3.
 7
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a corresponding posterior distribution for θ. Since θ is a location parameter, one mightconsider an inferential model that describes degrees of belief based on
 (θ | y) ∼ Πy := N2(y,Σ).
 This is a flat-prior Bayes posterior and a fiducial/confidence distribution. Using informa-tion on the satellites’ sizes, a collision radius, t, can be derived, so that a collision event isdefined as “‖θ‖ ≤ t.” The analysis proceeds by calculating the probability of collision (ornon-collision) based on the posterior distribution above. While experienced statisticiansmay have reasons for concern (see below), this approach is not obviously unreasonable.
 However, an interesting and paradoxical phenomenon has been observed in the con-junction analysis literature, called probability dilution. The basic idea is that lower dataquality (i.e., more noise in the position and velocity measurements) implies lower esti-mated collision probability. This is paradoxical because lower quality data clearly meansmore uncertainty but the probability calculation gives a different conclusion, namely, thatthere is more certainty in the satellite’s safety. Of course, if conjunction analysts take alow collision probability at face value, then they are likely to conclude that the satellite issafe when, in fact, it may not be. To see this clearly, consider the simple scenario whereΣ = σ2I2. Then the non-collision probability, according to the aforementioned posteriordistribution, is a simple non-central chi-square calculation:
 Πy(‖θ‖ > t) = 1− pchisq(t2/σ2, df = 2, ncp = ‖y‖2/σ2). (2)
 Figure 1 plots this non-collision probability as a function of σ. When σ is small, there isno problem; but when σ is large, the non-collision probabilities are large, no matter whatthe data y says. That is, even if the data suggests a collision, like in the ‖y‖2 = 0.5 case,with enough noise, the posterior probabilities indicate that the satellite is safe. This turnsout to be a special case of the false confidence phenomenon discussed in Sections 3.2–3.3.
 Statisticians will recognize this problem—inference on the length of a multivariatenormal mean vector—from Stein (1959), so the paradoxical conclusions might be ex-pected. But this normal means problem is not the only one where issues like this arise, soa better understanding of the causes and effects is valuable. Besides, the insights gleanedfrom Stein’s investigation of this deceptively simple problem, in particular, the notionsof shrinkage and borrowing of strength, are now central to modern high-dimensional dataanalysis, so it is worth digging into these peculiar examples further.
 3.2 Normal coefficient of variation
 For data Y = (Y1, . . . , Yn), consider a statistical model that posits the components of Yto be independent and identically distributed (iid), with Yi ∼ N(µ, σ2), i = 1, . . . , n. Hereθ = (µ, σ2) is the unknown parameter, but primary interest is in φ = σ/µ, a quantitycalled the coefficient of variation. One possible approach is to construct a Bayesianinferential model where, given a prior distribution for θ, the corresponding posterior forθ is obtained via Bayes’s formula, and then a marginal posterior for φ is derived fromthat of θ using the ordinary probability calculus.
 Since interest is in φ, I will adopt the reference prior for θ, now expressed as θ =(φ, σ), presented in Berger et al. (1999, Example 7), designed specifically for cases where
 8
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 Figure 1: Plots of the non-collision probability in (2) as a function of σ for severalconfigurations of y. Here the collision threshold is t = 1.
 inference on φ is the goal. Using the standard default conditional prior π(σ | φ) ∝ σ−1,for σ, given φ, and the reference prior for φ,
 π(φ) ∝ {|φ|(φ2 + 12)1/2}−1,
 given in their Equation (38), one obtains the proper marginal posterior for φ:
 πy(φ) ∝ π(φ)e− n
 2φ2 (1− y2
 D2 )∫ ∞
 0
 zn−1e−nD
 2
 2(z− y
 D2φ)2
 dz, (3)
 where y = n−1∑n
 i=1 yi and D2 = n−1∑n
 i=1 y2i . This agrees with their Equation (39).
 The integral can be evaluated numerically, so posterior computations via Markov chainMonte Carlo, e.g., the Metropolis–Hastings algorithm, are relatively straightforward.
 However, like in the satellite conjunction analysis example from the previous section,there is no guarantee that this posterior probability distribution for the interest parameter
 9
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 Figure 2: Plot of the estimated distribution function Gθ(α) = PY |θ{ΠY (A) ≤ α} of theBayesian posterior probability, ΠY (A), where A = (−∞, 9] is a false hypothesis aboutthe coefficient φ = σ/µ when µ = 0.1 and σ = 1.
 provides reliable inference. Here I will explore this question using a simulation study. LetY consist of n = 10 iid samples from N(µ, σ2), with µ = 0.1 and σ = 1; then the truevalue of φ is 10. Next, consider a hypothesis about φ, namely, A = (−∞, 9], whichhappens to be false. Let Πy(A) denote the probability of this hypothesis with respect tothe posterior distribution in (3). Then ΠY (A) is a random variable, as a function of Y ,and I am interested in its distribution function, Gθ(α) = PY |θ{ΠY (A) ≤ α}. Figure 2shows the estimated distribution function, based on 1000 data sets. The most strikingfeature of this plot is the high concentration of the distribution’s mass around value1. This is problematic because, remember, this is the posterior probability of a falsehypothesis about φ. In those instances when Πy(A) ≈ 1 and, therefore, Πy(A
 c) ≈ 0, theonly reasonable conclusion would be that the data support hypothesis A. Since theseproblematic instances are apparently frequent, inferences drawn based on the posteriordistribution described above would be systematically misleading.
 It is worth mentioning that there is nothing special about the particular settings inthis illustration. For any values of (n, µ, σ), there exists a hypothesis A, perhaps of similarform to the one above, such that, even if A is false, the posterior probability assigned toit will tend to be large; see Section 3.3.
 Some statisticians might also recognize this normal coefficient of variation problem asone in the collection of challenging inference problems identified by Gleser and Hwang(1987) and Dufour (1997) and discussed in Bertanha and Moreira (2018). One could saythat this and others in these classes are not a practical problems, and that might be true.But these “impossible” inference problems are precisely the ones we should use to testour understanding, in the same way that we test our understanding of measure theoryby constructing and examining non-measurable sets, etc.
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3.3 False confidence theorem
 The previous two subsections showed that there are instances where inferences basedon a Bayesian inferential model would be systematically misleading. It turns out thatthese issues have nothing to do with the Bayesian features of those solutions. Instead,false confidence is a consequence of using additive degrees of beliefs, i.e., probabilities, todescribe uncertainty. The following theorem makes this precise.
 Theorem 1 (Balch et al. 2019). Consider probability measure Πy with a density functionthat is bounded and continuous for each y. Then for any θ ∈ Θ, any α ∈ (0, 1), and anyp ∈ (0, 1), there exists a set A ⊂ Θ such that
 A 63 θ and PY |θ{ΠY (A) ≥ 1− α} ≥ p.
 In words, any inferential model with additive degrees of belief—including Bayes, fidu-cial, etc.—will be at risk of false confidence. That is, there are false hypotheses to whichΠy will tend to assign high probability, hence a risk of systematic biase. It is importantto emphasize that the theorem only says there exists hypotheses afflicted by false confi-dence. Certainly, some of these hypotheses are trivial, e.g., complements of very smallsubsets of Θ, but the examples in Sections 3.1–3.2 reveal that non-trivial hypothesescan be affected too; see, also, Carmichael and Williams (2018). In my experience, thenon-trivial yet problematic hypotheses have unusual shapes: the complement of a discin the plane and the complement of a cone in the upper half-plane in Section 3.1 and3.2, respectively. These unusual shapes most commonly arise when hypotheses concerna non-linear function of the full parameter. Similar concerns about the performance ofBayesian posterior inference for non-linear functions of θ were raised in Fraser (2011a)and Fraser et al. (2016), but Theorem 1 expands on their conclusions in several direc-tions, in particular, it applies to any additive inferential model, not just Bayesian, andto more general hypotheses. Moreover, it helps to explain why, as advised by Cox (2006,p. 66) and others, it is dangerous to manipulate, e.g., marginalize, fiducial and confidencedistributions according to the usual probability calculus.
 When genuine prior information is available in the form of a proper prior distributionfor θ, so that the behavior of ΠY (A) would be assessed with respect to the marginaldistribution of Y derived from the joint distribution of (Y, θ), then false confidence isalso of no concern. For one thing, there are no false hypotheses in such a context since θis not an unknown parameter in the marginal distribution of Y . Also, there are certainautomatic controls on the distribution of ΠY (A) in such settings, but these bounds aregenerally only as meaningful as the postulated prior; see Section 5.4.
 There is also a connection between the false confidence theorem and the non-existenceof a truly “non-informative” prior distribution established in Proposition 2.1 of Martinand Liu (2016). That is, if every prior probability distribution is “informative” simply byvirtue of its additivity, not because it’s based on real prior information, then there willbe false hypotheses towards which the posterior distribution is pushed.
 In certain communities, additive probabilities are called precise in the sense thatthe postulated statistical model fully captures all the existing uncertainty.6 Such an
 6The 2019 International Symposium on Imprecise Probabilities, http://isipta2019.ugent.be, hasa theme, related to this point, that I like: “there’s more to uncertainty than probabilities.”
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assumption is always difficult to justify but, for sure, said justification would require thatthe prior distribution be informative in some sense. With the commonly used defaultprior distributions, any claims of “precision” would be questionable:
 [Bayes’s formula] does not create real probabilities from hypothetical probabil-ities... (Fraser 2014, p. 249)
 There are so many hypotheses in the σ-algebra upon which the probability is definedand, given the necessarily limited informativeness of the data, it is unrealistic to expectthat a posterior distribution can assign meaningful or otherwise reliable probabilities toevery one. Therefore, there must be hypotheses about which the posterior probabilitiesshould not be trusted, and this is what the false confidence theorem says.
 On its own, that there exists hypotheses afflicted by false confidence may not be aserious concern. The problem is that one generally does not know which hypothesesare afflicted and which are not. Arguably the strongest selling point of Bayesian andother approaches that produce probabilities as output is that they provide a means toanswer virtually any question about the unknowns, specifically, that the full posteriorcan be marginalized to any quantity of interest to make justifiable inferences. The falseconfidence theorem says that this understanding is wrong, that is, there are features of θfor which certain questions cannot be answered reliably or justifiably; see, also, Grunwald(2018). Whether those afflicted hypotheses are of any practical interest depends on thecontext, but not knowing which ones they are puts the data analyst at risk. Short ofidentifying those afflicted hypotheses in each individual situation to mitigate risk, the onlyoption is to avoid false confidence altogether, which, according to Theorem 1, requiresbreaking additivity. Not every non-additive belief will be free of false confidence, however,so some additional constraints are needed, as discussed in Section 4 below.
 4 Validity condition
 If false confidence is undesirable, as I say it is, then an important question is how toavoid it. Theorem 1 says additivity must be abandoned, and I will discuss specific typesof non-additive degrees of belief in Section 6. But non-additivity alone is not enough toavoid false confidence so, before getting into those details, here I introduce a conditionthat will ensure false confidence can be avoided. The construction of an inferential modelthat achieves this condition is the topic of Section 7 below.
 The inferential model formulation is one where inferences are drawn according to adata analyst’s degree of belief based on data, a statistical model, etc. In a vacuum, Iam free to construct and interpret my degrees of belief in any way that I please. But ifthe goal is to communicate my degrees of belief to others, to justify my conclusions, likein a scientific setting, then an agreed-upon scale is needed in order to interpret degreesof belief. For example, if I conclude that hypothesis A is false because by(A
 c) > c, thenwhy might you find this convincing? It is not necessary that your degrees of belief agree100% with mine, it is enough if I can demonstrate that the event {y : by(A
 c) > c} is rareif A is actually true. Of course, a more precise connection between the threshold “c”and the notion of “rare” are needed (see Definition 2) but the basic idea is familiar anduncontroversial. Indeed, Cox and Hinkley (1974, p. 45–46) write
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We should not follow procedures which for some possible parameter valueswould give, in hypothetical repetitions, misleading conclusions most of thetime.
 Recently, Reid and Cox (2015) echoed this point
 Even if an empirical frequency-based view of probability is not used directlyas a basis for inference, it is unacceptable if a procedure. . . of representinguncertain knowledge would, if used repeatedly, give systematically misleadingconclusions.
 Both of these remarks mention “procedures” which seems to suggest a purely frequentistor behaviorist mode of reasoning based on rules and suggested actions, e.g., reject ahypothesis if and only if such and such happens. But Fisher (1973) and others (e.g.,Mayo 1996, 2018; Mayo and Cox 2006) argue that there’s more going on here, that thefrequentist’s error rate control leads to an inductive logic for justifying conclusions inindividual instances. Indeed, Fisher (1973, p. 46) writes
 ...the feeling induced by a test of significance has an objective basis in thatthe probability statement on which it is based is a fact communicable to, andverifiable by, other rational minds. The level of significance in such casesfulfils the conditions of a measure of the rational grounds for the disbelief itengenders.
 Along similar lines, Mayo (2018, p. 16) formalizes the notion of an argument from obser-vation, through the absence of error, to conclusion as follows:
 There is evidence an error is absent to the extent that a procedure with a veryhigh capability of signaling the error, if and only if it is present, neverthelessdetects no error.
 To avoid what Reid and Cox call “unacceptable,” and to facilitate the inductive logicof Fisher and Mayo, some kind of calibration is needed, and I suggest the followingconstraint on ones inferential model.
 Definition 2. An inferential model (P, y, . . .) 7→ by is valid if
 supθ 6∈A
 PY |θ{bY (A) > 1− α} ≤ α, ∀ α ∈ [0, 1], ∀ A ⊂ Θ. (4)
 That is, if θ 6∈ A, so that the hypothesis A is false, then bY (A), as a function of Y ∼ PY |θ,is stochastically no larger than Unif(0, 1).
 The validity property (4) implies that, if A is false, then there is a small probability—with respect to the posited statistical model—that bY (A) takes large values. In otherwords, data are unlikely to provide strong support for false assertions, therefore avoid-ing Reid and Cox’s “systematically misleading conclusions.” Since validity prevents thedegrees of belief in a false hypothesis from being too large, in a distributional sense,it follows that a valid inferential model is not susceptible to false confidence. Similarcalibration properties are discussed in Balch (2012) and Denœux and Li (2018).
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Of course, since probabilities are susceptible to false confidence, additive inferentialmodels must automatically fail to be valid in the sense of Definition 2. However, thiscan be seen directly from the fact that (4) covers all assertions, including singletons andtheir complements. Indeed, if A is the complement of a singleton and by is a probabilitymeasure, then usually by(A) = 1 for all y, so (4) fails. But the examples in Section 3show that it’s not just trivial hypotheses that can be afflicted by false confidence.
 The validity property depends on the assumed statistical model because it imposes aconstraint (4) on probabilities calculated with respect to PY |θ. This is not unexpected,since the model defines the parameter about which inferences are desired, so it generallyonly makes sense to evaluate the quality or reliability of such inferences with respect tothe assumed model. This is not unique to the perspective I’m suggesting here; indeed,the classical size and power of tests and coverage of confidence sets are in the same spiritas (4), i.e., properties of procedures with respect to the assumed model.
 There are two specific questions that I would like to address. First, why be concernedabout all hypotheses? Instead, one could ask that the inferential model satisfy a conditionlike that in (4) just for the one or few hypotheses of interest. There is no problemweakening the condition (4) to hold just for a specific collection of hypotheses, see Martinand Liu (2016, Def. 4.2), and indeed this would be satisfactory to the data analystin a specific application. But at the meta level where data scientists are developingmethods and corresponding software to used by others across applications, this strongcontrol on performance is necessary. If I develop a method that automates the inferentialmodel construction, with corresponding software that returns degrees of beliefs for anyhypothesis, then unless I identify and warn the user about those problematic hypotheses,I should assume that users will use it for any hypothesis and, therefore, I must protectmyself from the associated risk. For example, if I recommend an inferential model thatreturns degrees of belief about θ = (µ, σ) based on samples from N(µ, σ2), and I failto warn the user about considering hypotheses of the form A = {(µ, σ) : σ ≤ cµ}, forgiven c ∈ R, then I share responsibility for any erroneous conclusions based on this.Consequently, the data scientist developing methods for mass consumption actually hasskin in the game (Taleb 2018), potentially a lot, so to protect him/herself from theassociated risk, a strong, uniform control on performance like in (4), for any hypothesesthe user might be interested in, would be desired.
 Second, why the specific “1− α” in (4)? In other words, (4) could be written as
 supθ 6∈A
 PY |θ{bY (A) > gA(α)} ≤ α,
 for some function gA(α), so why not allow this more general notion of validity? Recallthat a primary motivation for the validity condition was to have a scale on which thedegrees of belief could be interpreted. To me at least, interpreting probabilities is achallenge because they are relative. For example, Nate Silver’s FiveThirtyEight websiteestimated the (posterior) probability of a Donald Trump victory in the 2016 U.S. pres-idential election at 0.28, which was weak enough to predict that Hilary Clinton wouldwin (e.g., Crane and Martin 2018e), whereas, in, say, the context of variable selection inregression, a (posterior) probability of 0.28 assigned to one of the 2p possible subsets ofthe p predictor variables would be very strong support for that configuration. In the sameway, the more general definition with gA(α) in the above display would allow the scale of
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interpretation to depend on the hypothesis A as well as on other specific features of theproblem. To avoid the confusion of a moving scale of interpretation, an absolute scale isneeded, but the specific choice of Unif(0, 1) as an absolute scale is not essential—it’s justfamiliar and natural.7 See, also, Section 5.4.
 An important consequence of the validity condition is that procedures designed basedon the inferential model output will have frequentist guarantees. To see this clearly, definethe dual to the inferential model’s degrees of belief as
 py(A) = 1− by(Ac), A ⊆ Θ.
 Of course, since the focus is on non-additive degrees of belief, py is different from by. Theinterpretation of py is as a measure of plausibility, which I discuss further in Section 6.Since (4) holds for all A ⊆ Θ, there is an equivalent formulation in terms of py, i.e.,
 supθ∈A
 PY |θ{pY (A) ≤ α} ≤ α, ∀ α ∈ [0, 1], ∀ A ⊆ Θ. (5)
 Besides complementing the degrees of belief, py provides a simple and intuitive recipe toconstruct procedures with guaranteed frequentist error rate control.
 Theorem 2 (Martin and Liu 2013). Let (P, y, . . .) 7→ by be an inferential model thatsatisfies the validity condition in Definition 2. Fix α ∈ (0, 1).
 (a) Consider a testing problem with H0 : θ ∈ A versus H1 : θ 6∈ A, where A is any subsetof Θ. Then the test, Ty, that rejects H0 if and only if py(A) ≤ α has frequentistType I error probability upper-bounded by α. That is,
 supθ∈A
 PY |θ(TY rejects H0) ≤ α.
 (b) Define the following data-dependent subset of Θ:
 Cα(y) ={ϑ ∈ Θ : py({ϑ}) > α
 }. (6)
 Then the frequentist coverage probability of Cα(Y ) is lower-bounded by 1−α, making(6) a nominal 100(1− α)% confidence region. That is,
 infθPY |θ{Cα(Y ) 3 θ} ≥ 1− α.
 This makes clear my previous claim that, if one has a valid inferential model, thendecision procedures with good properties are immediate. It is worth pointing out againthat Theorem 2(a) hold for all hypotheses A, even those problematic ones concerning anon-linear feature of the full parameter θ like the ones that cause the false confidence
 7To see what’s special about the Unif(0, 1) scale, consider the following example. Suppose you’revisiting a place you’ve never been before and the weatherman on the TV says there’s a 10% chanceof rain. Likely you wouldn’t be too concerned about not having an umbrella, but why? Maybe thisweatherman reports only 0–10% chance of rain, no matter the circumstances, so that a 10% chance isactually very high. That this possibility seems totally absurd suggests that it’s “natural” to think ofprobabilities as being calibrated to a Unif(0, 1) scale, i.e., that it rains roughly 10% of the days theweatherman predicts a 10% chance of rain, and that’s why I’ve imposed this in (4).
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phenomenon in additive inferential models. Moreover, if φ = φ(θ) is a some feature ofinterest, then the set {
 ϕ ∈ φ(Θ) : supϑ:φ(ϑ)=ϕ py({ϑ}) > α},
 is nominal 100(1 − α)% confidence region for φ. How to specifically construct a validinferential model will be discussed in Section 7.
 5 Remarks
 5.1 BFFs and philosophy of science
 Meng (2017) describes the efforts of a group working in and around the foundations ofstatistics and probability. That group goes by the name of “BFF” which has a double-meaning: the first, “Bayes, Frequentist, and Fiducial,” is one that only a statisticianmight guess, while the second, “Best Friends Forever,” is a modern pop culture term ofendearment. The first two letters—B and F—are familiar to statisticians and below Ibriefly summarize these and make a connection to perspectives in philosophy of science.
 • Bayesian. The defining feature of the Bayesian approach is that it is based strictlyon probability calculus. That is, one starts with a statistical model that relatesobservable data to some unknown parameters, adds a prior probability distributionthat is meant to describe uncertainty about those parameters, and then this prior isupdated, via Bayes’s formula, to a posterior distribution about the parameter giventhe observed data. The rationale behind the Bayesian approach to learning is that,roughly, with sufficiently informative data, perhaps after several iterations of thisprior-to-posterior updating, those hypotheses which are “true” will have posteriorprobability close to 1, everything else having posterior probability close to 0. Thatis, learning is achieved by confirmation, in the spirit of Carnap (1962), Jeffreys(1961), and others, through the aggregation of evidence supporting a hypothesis.
 • Frequentist. It is possible to talk about a Bayesian approach because the frameworkis normative, i.e., it gives a recipe for carrying out an analysis. It is much harder,however, to describe a frequentist approach, it is more of a philosophy or a sense inwhich any statistical approach or method can be evaluated. The idea is that, fora relevant scientific hypothesis, statistical methods should be good at assessing theplausibility of that hypothesis, where “good” is in the sense that the probabilitythey detect departures between data and the hypothesis is low when there is noneand high when there is. But since not detecting departures between data and ahypothesis does not imply truthfulness of the hypothesis, this strategy cannot beused for direct confirmation, only for refutation. That is, with sufficiently informa-tive data and sufficiently good statistical methods, any hypothesis that is false islikely to be refuted. This lines up with the views of Popper (1959), Lakatos (1978),and Mayo (1996) who argue that knowledge is gained through falsification.
 I have chosen to split the discussion of Bayesian and frequentist into two separatebullet points, but they are not mutually exclusive. Indeed, since frequentism is not anapproach, but rather a means of evaluating a method, one can study the frequentist
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properties of Bayesian methods. It is often the case that Bayesian solutions agree withclassical frequentist solutions asymptotically, e.g., a Bernstein–von Mises theorem holds,hence the Bayesian solutions also have the desirable frequentist properties asymptoti-cally. In cases like these where Bayesian posterior probabilities have certain calibrationproperties, a verification–falsification balance can be achieved; see Box (1980) and Rubin(1984). However, these niceties are not universal since, as the normal coefficient of vari-ation example, the false confidence theorem, and similar results in Fraser (2011a) andFraser et al. (2016) indicate, these asymptotic guarantees may not be fully satisfactoryand, as Gleser and Hwang (1987) remark, might even be misleading in certain cases.
 Compared to the B and F above, it is more difficult to pin down precisely whatthe second F, fiducial, is. This is partly because, as Zabell (1992) elucidates, Fisher’sexplanation of the “fiducial argument” changed significantly over time. At its genesis,Fisher’s idea was to derive a sort of posterior distribution for the unknown parameterwithout a prior and without invoking Bayes’s theorem, an ambitious goal. To see howthis works, let θ be an unknown scalar parameter and suppose that T = T (Y ) is a scalarsufficient statistic, having distribution function Fθ. Take any p ∈ [0, 1] and assume thatthe equation p = Fθ(t) can be solved uniquely for t, given θ, and for θ, given t. That is,assume there exists tp(θ) and θp(t) such that
 p = Fθ(tp(θ)) = Fθp(t)(t), ∀ (t, θ).
 If the sampling model is “monotone” in the sense that, for all (p, t, θ),
 tp(θ) ≥ t ⇐⇒ θp(t) ≤ θ,
 then it is an easy calculation to show that
 p = PT |θ{T ≤ tp(θ)} = PT |θ{θp(T ) ≤ θ}. (7)
 The above expression is a mathematical fact, but has no direct connection to the inferenceproblem because it doesn’t depend on the observed T = t. Fisher’s big idea was to fixT = t and define the fiducial probability of the event {θ ≥ θp(t)} to be equal to p. Inother words, for t the observed value of T , Fisher defined
 “P{θ ≥ θp(t)}” = p, ∀ p ∈ [0, 1].
 The collection {θp(t) : p ∈ [0, 1]}, for fixed t, defines the quantiles of a distributionand, therefore, a distribution itself. Fisher called this the fiducial distribution of θ, givenT = t. Naturally, since the fiducial probabilities are “derived” from calculations basedon the sampling distribution, PT |θ, of T for fixed θ, Fisher’s interpretation of the fiducialprobabilities was in a frequentist sense. So it’s no surprise that the distinction betweenFisher’s fiducial quantile θp(t) and Neyman’s 100p% upper confidence limit for θ is blurry.Fisher ran into trouble, however, in the extension of his fiducial argument to multi-dimensional parameters. The challenges he faced were, in particular, non-uniquenessand a failure of the fiducial probability for some hypotheses to maintain the calibrationproperty suggested by the connection to the sampling distribution in the expression (7).Notice that these challenges Fisher faced are both part of the high-level message comingout of the false confidence theorem in Section 3.3, i.e., that data is not informative
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enough to uniquely identify precise and reliable probabilities for every hypothesis. Fisher’sresponse to these challenges was to back away from the sampling interpretation of hisfiducial probabilities, opting instead for a more subjective, conditional view. This effort,however, was unsuccessful, which led to fiducial being labeled Fisher’s “one great failure”(Zabell 1992, p. 369) and “biggest blunder” (Efron 1998, p. 105). Zabell (1992, p. 382)summarizes Fisher’s motivation and efforts beautifully:
 Fisher’s attempt to steer a path between the Scylla of unconditional behavior-ist methods which disavow any attempt at “inference” and the Charybdis ofsubjectivism in science was founded on important concerns, and his personalfailure to arrive at a satisfactory solution to the problem means only that theproblem remains unsolved, not that it does not exist.
 There are many other nice papers that discuss Fisher’s views and insights on fiducial andinverse probability, among other things; see, e.g., Aldrich (2000, 2008), Edwards (1997),Savage (1976), Seidenfeld (1992), and Zabell (1989).
 Both the aforementioned B and F correspond to well-established schools of thoughtin the philosophy of science, so what about fiducial? If the fiducial argument is difficultto understand even as a statistical approach or method, then understanding what, if any,philosophical position it corresponds to is all the more difficult. Maybe there’s a newbranch of philosophy of science waiting to be discovered. A fiducial-style philosophy ofscience would be similar to a confirmationist’s view in the sense that it would be based onprobabilities (or some other degree of belief measure) but also similar to a falsificationist’sview in the sense that these probabilities can only be used as a tool for refutation, not forproof. In order to make such a theory work, I think some form of non-additivity would benecessary to handle the important and very common case where data isn’t inconsistentwith either A or Ac. I’ll leave it to the experts in philosophy of science to decide if theprecise formulation of such a theory is worth pursuing.
 5.2 “The most important unresolved problem”
 Even if it’s not what Fisher had intended, at a high level, the fiducial argument can beviewed as an attempt to achieve some sort of middle-ground between the more widely-accepted B and F, one that would provide prior-free, data-dependent degrees of belief, likea Bayesian posterior, that simultaneously have certain frequentist calibration properties.Savage (1961) described the fiducial argument as “a bold attempt to make the Bayesianomelet without breaking the Bayesian eggs.” As the quote from Zabell above communi-cates, the fact that Fisher’s solution was unsuccessful doesn’t mean that a satisfactorysolution isn’t possible or that the problem itself isn’t interesting and worth pursuing.Indeed, Efron (2013b, p. 41) says that
 ...perhaps the most important unresolved problem in statistical inference is theuse of Bayes theorem in the absence of prior information.
 Similar comments can be found in Efron (1998) and, even more recently, during hisfeatured address during the 2016 BFF workshop at Rutgers,8 Efron referred to the aboveproblem as the Holy Grail of statistics.
 8https://statistics.rutgers.edu/bff2016
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To be clear, there is no problem at all in getting a posterior distribution withoutusing a prior or Bayes’s theorem. Any data-dependent probability distribution on theparameter space would be a candidate. What Efron is talking about is more than justgetting a posterior distribution without a prior; he’s asking for a “prior-free” procedureto construct a “posterior distribution” that is reliable, that has performance guarantees.It’s in this sense that my efforts here, which do not have anything directly to do withBayes’s theorem, are relevant to Efron’s “most important unresolved problem.”
 I claim that the key to solving this most important problem is actually very simple:one just needs to be willing to abandon the requirement that degrees of belief be additive.As the false confidence theorem implies, however you construct your additive degrees ofbelief, there will exist hypotheses for which the probabilities lack the desired calibrationand, consequently, would be “unacceptable” according to Reid and Cox. So, going non-additive, i.e., adopting a framework in which degrees of belief are measured by somenon-additive set function, is the only way to proceed towards a solution to this openproblem. But non-additivity alone isn’t enough. To avoid false confidence—and solvethe fundamental problem—an additional constraint is needed, something like the validitycondition in Section 4. There is, of course, no free lunch, so any new framework that canachieve this goal must necessarily make sacrifices elsewhere; see Section 9.
 5.3 Beyond p and P
 In Summer 2018, the statistics community was buzzing about p-values, their interpreta-tion, and their limitations. Naturally, this got me thinking about the statistical “debates”pitting p-values and the NHST (null hypothesis significance testing) camp against poste-rior probabilities, Bayes factors, and the Bayesian camp. To set the scene, while p-valueshave received—and withstood—more than their fair share of scrutiny over the years (e.g.,Berger and Sellke 1987; Schervish 1996), the discussion heated up when scientists startedpointing fingers at the statistical community for low replication rates, etc. A bold movewas made in 2015 when the editors of Basic and Applied Social Psychology, or BASP,banned the use of p-values—and much of the modern statistical toolbox—in their journal(Trafimow and Marks 2015). Naturally, this attracted media attention (e.g., Woolston2015) and even sparked an unprecedented response from the American Statistical Asso-ciation (Wasserstein and Lazar 2016), with a follow-up conference9 and special issue ofThe American Statistician.10
 My suspicion, which was confirmed by Professor David Trafimow in a personal com-munication, was that banning p-values was not a solution in and of itself but, rather,an impetus for change, forcing researchers to think harder about how they reason fromdata to conclusion, potentially leading to new ideas and higher quality research. Whetherthis strategy will be successful remains to be seen (e.g., Fricker et al. 2019), but almostanything is better than researchers “p-ing” everywhere (Valentine et al. 2015). Still, itmakes sense to ask if contributions from the statistics community have been helpful. Thedust is perhaps still settling, but, based on the expert commentary supplementing theASA statement, the follow-up by Ionides et al. (2017), the recent proposal of Benjaminet al. (2017) to simply change the default “p < 0.05” cutoff to “p < 0.005,” and the
 9https://ww2.amstat.org/meetings/ssi/2017/10https://amstat.tandfonline.com/toc/utas20/73/sup1
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plethora of criticism that followed (e.g., Crane 2018b; Lakens et al. 2018; McShane et al.2018; Trafimow et al. 2018), it seems that statisticians’ views are as diverse as ever.
 The response from the Bayesian or, at least, the non-NHST camp is that it’s betterin some sense to rely on probabilities for making inferences. As part of the justificationfor the p-value ban, Trafimow and Marks (2015) say
 the [p-value] fails to provide the probability of the null hypothesis, which isneeded to provide a strong case for rejecting it.
 That a p-value is not the probability that the null hypothesis is true is, of course, amathematical fact. But is it really necessary to have such a probability for makinginferences? Fisher says no:
 As Bayes perceived, the concept of mathematical probability affords a means,in some cases, of expressing inferences from observational data, involving adegree of uncertainty, and of expressing them rigorously... yet it is by nomeans axiomatic that the appropriate inferences... should always be rigorouslyexpressible in terms of this same concept. (Fisher 1973, p. 40)
 And about the p-value—or observed significance level—he says
 It is more primitive, or elemental than, and does not justify, any exact prob-ability statement about the proposition. (Fisher 1973, p. 46)
 But before asking about whether probability is a necessity, an even more basic question isif a genuine probability is available in general. If we put together the famously provocativequote from de Finetti (1990)—probability does not exist—with the refreshingly bluntremark of Fraser’s on page 12 above, then we start to see how concerning this is.11 Ifprobabilities exist only in our minds, and don’t become “real” simply by updating viaBayes’s formula, then how can they be justified as relevant to a scientific problem? Forexample, reconsider the highly-publicized predictions of 2016 U.S. presidential election byNate Silver on his FiveThirtyEight website/blog (e.g., Crane and Martin 2018e). On theday of the election, Silver predicted Hilary Clinton would win with probability 0.72 and,therefore, Donald Trump would win with probability 0.28. These numbers are based onspecified prior distributions, statistical models, and polling data, all combined via Bayes’sformula and evaluated on a computer running Markov chain Monte Carlo. Does Silvermaking such a probability statement suddenly imply that the election will be determinedby the flip of a 72/28 coin? Of course not. The numbers may be meaningful to Silverhimself in many ways, e.g., prices for bets he’s willing to make, but the relevance of Silver’snumbers to me, to any other consumer, or to “reality” must be established. As I see it,there are only two ways this relevance argument can be made: either I understand andagree with all of Silver’s modeling assumptions, and accept his subjective probabilitiesas my own, or I simply trust that Silver’s predictions are accurate or otherwise reliable.The former is quite unlikely, especially for consumers without statistical training; thelatter is a choice that I’m free to make or not, though recent results suggest that Silver’spredictions may not be so reliable (Crane 2018a,c). In any case, (posterior) probabilities
 11To be fair, Trafimow and Marks (2015) acknowledge that the use of posterior distributions based ondefault priors are not satisfactory substitutes for genuine prior probabilities.
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are not objective or otherwise obviously relevant to the scientific problem at hand, theirrelevance has to be established in some way.
 While I am skeptical about being able to justify the relevance of a probability distribu-tion to a scientific problem,12 it is worth pointing out that there would be a tremendouspayoff if, in fact, it could be done. Arguably, the more natural way to think aboutknowledge is as a process by which evidence piles up in favor of some hypothesis un-til which its truthfulness is undisputed. This confirmationinst style of learning is quitepowerful because one effectively has access to “truth” via probability ≈ 0 or ≈ 1 eventsand what Shafer (2016) calls Cournot’s Principle; see also Shafer (2007) and Shafer andVovk (2006). Popper’s falsificationist view emerged, not because it’s more powerful, butbecause, like me, he doubted the confirmationist’s premise that a meaningful probabilitydistribution—one that could be continuously updated via Bayes’s theorem, eventuallypointing to “truth”—generally exists. Popper’s only option, therefore, is to discard thestrong existence assumption, but the price he pays is not being able to judge a hypothesisas “true,” only as “not yet proven false.”
 5.4 A Bayesian version of validity?
 According to the false confidence theorem, validity is not compatible with a Bayesianinferential model or, for that matter, any other the produces additive degrees of belief asoutput. But the validity condition, in Equation (4), is rather strong, so one could ask ifthe Bayesian approach satisfies perhaps some weaker form of the validity condition. Theanswer to this question depends on what kind of Bayesian one is.
 As I see it, there are two kinds of Bayesians: those who believe in the prior andthose who don’t. By “believe in the prior” I mean that one would actually bet based ontheir prior probabilities, would effectively dismiss hypotheses with low prior probability,and/or would be satisfied in evaluating the performance of their posterior distributionwith respect to the corresponding marginal distribution of Y , i.e., PY =
 ∫PY |θ Π(dθ),
 where Π is the prior distribution for θ. If one believes in the prior in this sense, thena Bayesian validity property comes for free. That is, by Markov’s inequality and themartingale property of the posterior with respect to the PY marginal,
 PY {ΠY (A) > α−1Π(A)} ≤ α, for any α ∈ (0, 1) and any A. (8)
 In words, the posterior probability being a large multiple of the prior probability is a rareevent with respect to PY . Is there anything more than a superficial similarity between theinequalities in (8) and that in (4)? While there’s no notion of a hypothesis about θ being“true” or “false” in this context, the closest thing is to consider those hypotheses withsmall prior probability, since a believer in their prior probabilities would consider these tobe “effectively false.” Then (8) says that it’s rare to see data that provide strong supportfor hypotheses having small prior probability, which is a version of the validity property.These self-consistency properties are expected, that is, if the prior is meaningful, thenthe posterior obtained by the usual probability calculus is equally meaningful.
 12Consider an ideal case where a true and, therefore, relevant prior exists, e.g., with exchangeablesequences where de Finetti’s theorem applies (de Finetti 1937; Hewitt and Savage 1955). Even in suchcases, the true prior, whose existence is guaranteed by the theorem, depends on the data, so one actuallyneeds an infinite—or at least long—data sequence to identify the true prior.
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The second group—those who don’t believe in the prior—consists of those Bayesianswho might, for simplicity, use default or non-informative priors, trusting that the prior-to-posterior updates will correct for any shortcomings in the prior specification. In orderfor the marginal distribution and the prior probabilities in (8) to make sense, let meassume that the prior Π is proper but diffuse, as would often be the case in situationswhere genuine prior information is lacking. It’s possible that PY could be very differentfrom the true distribution of Y , in which case (8) isn’t meaningful at all. But let mealso assume that PY is a reasonable approximation of the true distribution, e.g., it passescertain prior- or posterior-predictive checks (e.g., Box 1980; Gelman et al. 1996; Rubin1984). Even in this case, there is still trouble coming from (8). The inequality says thatthe posterior probabilities are unlikely to be much larger than the prior probabilities. Butvirtually any “non-extreme” hypothesis A has small Π(A) by virtue of the diffuse non-informative prior, not because there’s reason to believe that it’s false. So if a potentiallytrue hypothesis has small prior probability, and it’s unlikely that the posterior will bemuch larger than the prior, then how can one expect to learn? This is precisely what’sgoing on in the satellite conjunction analysis example summarized in Section 3.1. Thediffuse prior behind the scenes assigns small prior probability to the collision event and,even if collision is imminent, (8) implies that the posterior probabilities are unlikely toturn large, hence false confidence. So, the inequality (8) that is an asset to the Bayesianwho believes in his/her prior becomes a liability to the Bayesian who doesn’t.
 6 Non-additive beliefs
 6.1 Lower probabilities and capacities
 In the previous sections I have argued that, in order to avoid false confidence, it isnecessary that the inferential model output be non-additive, e.g., that by(A) + by(A
 c) 6= 1for some hypothesis A. This section describe some particular non-additive set functionsthat have been suggested in the literature as measures of degrees of belief, all of whichgeneralize the familiar additive probability. (Here it is not necessary to consider beliefsthat depend on data y so I will write b instead of by throughout.)
 The most general non-additive measure considered here is a lower probability. Let Θbe completely metrizable and consider a collection M of probability distributions on themeasurable space (Θ,BΘ). Now define the lower probability as
 b(A) = infP∈M
 P (A), A ∈ BΘ.
 Of course, there is a dual to b, namely,
 p(A) = supP∈M
 P (A) = 1− b(Ac),
 which in the this context is called the corresponding upper probability. The lower prob-ability is non-additive in the sense above or, more specifically, they are super-additive inthe sense that
 b(A ∪B) ≥ b(A) + b(B)− b(A ∩B),
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with strict inequality at least for some A and B. Super-additivity implies that b(A) ≤p(A), and this gap between the lower and upper probabilities can be understood asa measure of how imprecise the imprecise model is; Dempster (2008) referred to thedifference p(A)−b(A) as the “don’t know” probability. Walley (1991) presents a theory ofimprecise probability based on lower probabilities—or, more generally, lower provisions—with a focus on achieving a coherence, i.e., that a gambler who determines the prices she’swilling to pay to make certain bets according to b can’t be made a sure loser. In fact, ifM is closed and convex, then the lower probability b is coherent (e.g., Walley 2000).
 A special case of lower probabilities that often arises in statistical applications, namely,in robustness studies, are Choquet capacities or, capacities for short (Choquet 1954). Letb be a set function defined on a domain A ⊆ 2Θ, with the basic properties b(∅) = 0 andb(Θ). Then b is a capacity of order n if
 b(A) ≥∑
 ∅6=I⊆{1,...,n}
 (−1)|I|−1b(⋂i∈I
 Ai
 )for every A ∈ A and every collection {A1, . . . , An} of sets in A with Ai ⊂ A. Such afunction b is said to be n-monotone. Then the corresponding dual, p(A) = 1− b(Ac), isn-alternating and satisfies
 p(A) ≤∑
 ∅6=I⊆{1,...,n}
 (−1)|I|−1p(⋃i∈I
 Ai
 ).
 Since capacities are special cases of lower probabilities/provisions, it follows that theytoo are super-additive. It is also clear that every capacity of order n is also a capacity oforder n − 1 so the class is shrinking in n. Therefore, capacities of order 2 are the mostgeneral and have been investigated by statisticians in, e.g., Huber and Strassen (1973),Huber (1973, 1981), Wasserman (1990), and Wasserman and Kadane (1990).
 A relevant question is if there are any obvious practical advantages to super-additivity?The answer is yes, and the simplest is that of modeling ignorance. Despite being some-what extreme, ignorance is apparently a practically relevant case since the developmentsof default priors are motivated by examples where the data analyst is ignorant aboutthe parameter, i.e., no genuine prior information is available. So, understanding howto describe ignorance mathematically ought to be insightful for understanding the ad-vantages and limitations of prior-free probabilistic inference. A first question is: whatdoes ignorance mean? A standard assumption is that the universe Θ is given—hence notfully ignorant—and contains at least two points. Subject to these conditions, ignorancemeans that there is no evidence available that supports the truthfulness or falsity of anynon-trivial hypothesis, and a natural way to encode this mathematically is by settingb(A) = 0 for any proper subset A of Θ, and b(Θ) = 1. Shafer (1976) and others call this avacuous belief, and it’s easy to check that this b is super-additive. Compare this to stan-dard approaches to formulating ignorance in classical probability, based on assumptionsof symmetry/invariance or Laplace’s “principle of indifference,” both of which are basedon certain judgments—or knowledge—and, therefore, don’t really model ignorance.
 When working with ordinary probabilities, updating via conditioning is straightfor-ward and uncontroversial. But the analogous updating of lower probabilities, capacities,and even the belief functions discussed in Section 6.2 can have some arguably unex-pected behaviors, e.g., dilation. See Gong and Meng (2017) for a modern discussion of
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these updating rules and their respective properties. Some comments on Dempster’s ruleof combination (see, e.g., Shafer 1976) in the context of combining inferential modelsrepresented as belief functions will be given in Section 8.2 below.
 6.2 Belief functions
 A belief function is a special type of capacity, one that is ∞-monotone, i.e., n-monotonefor all n ≥ 1. This is a strong condition, but there are some advantages that come withthis specialization, namely, that capacities are quite complicated but belief functions canbe characterized in terms of simpler and more intuitive mathematical objects.
 As is customary in the literature on belief functions, I’ll assume for the moment thatΘ is a finite space. Then the power set 2Θ is also finite and I can imagine a probabilitymass function m defined on 2Θ, assumed to satisfy m(∅) = 0. For A ⊆ Θ, the quantitym(A) encodes the degree of belief in the truthfulness of A but in no proper subset of A.Then the function
 b(A) =∑
 B:B⊆A
 m(B), A ⊆ Θ, (9)
 is a belief function, i.e., is a capacity of order∞. Intuitively, the belief in the truthfulnessof the assertion A is defined as the totality of the degrees of belief in A and all its propersubsets. It turns out that there is a one-to-one correspondence between the mass functionm and the belief function b; see Shafer (1976) or Yager and Liu (2008) for details.
 A further insight that can be gleaned from (9) is that the belief function is effectivelycharacterized by a random set. That is, one can think of m as the mass function for arandom element taking values in 2Θ. But this equivalence between belief functions andrandom sets only holds up in the case when Θ is a finite set. When Θ is infinite, itturns out that random sets corresponding to a special class of belief functions, which Idescribe in the next subsection. To make the connection between random sets and belieffunctions in the general case, there is an extra layer, what Shafer (1979) calls an allocationof probability, which I will not discuss here. Kohlas and Monney (1995) also discuss thisgap between general belief functions and those based on random sets.
 My discussion of belief functions here does nowhere near justice to the tremendousamount of incredible work that has been done in this area. And since I can’t possiblyprovide an adequate overview of the literature, let me just point the reader to the 2016special issue13 of the International Journal of Approximate Reasoning, edited by ThierryDenœux, to celebrate 40 years since publication of Glenn Shafer’s monograph, whichgives a look back at the belief function developments over that time.
 6.3 Random sets
 As eluded to in the previous subsection, random sets lead to belief functions but not allbelief functions correspond to random sets; the equivalence only holds when the domainΘ is a finite set. In general, a random set on an infinite domain will inherit certaincontinuity properties that a belief function need not satisfy.
 13https://www.sciencedirect.com/journal/international-journal-of-approximate-reasoning/
 special-issue/10BG01ZSM7P
 24
 https://www.sciencedirect.com/journal/international-journal-of-approximate-reasoning/special-issue/10BG01ZSM7P
 https://www.sciencedirect.com/journal/international-journal-of-approximate-reasoning/special-issue/10BG01ZSM7P

Page 25
						

As expected, defining random sets in a mathematically rigorous way requires con-siderable care. Since this amount of rigor isn’t necessary—or helpful—for my presentpurposes, I will not be completely precise in what follows. The reader interested in theprecise details can check out Nguyen (1978, 2006) or Molchanov (2005). Let T denote arandom set in Θ, i.e., a (measurable) function from a sample space to 2Θ. If PT is thedistribution of T , define the containment functional
 c(A) = PT (T ⊆ A), A ⊆ Θ.
 This containment functional obviously satisfies c(∅) = 0 and c(Θ) = 1. It can also beshown that c is ∞-monotone, so c is a belief function. However, through its connectionto a genuine probability measure, c is also continuous in the sense that
 c(An) ↓ c(A), for any An ↓ A,
 a condition which is not required of general belief functions. Interestingly, the additionallayer that Shafer needed to connect belief functions to random sets is entirely due to thelatter being continuous. Indeed, according to the famous Choquet capacity theorem, everycontinuous belief is the capacity functional of a random set. In Section 7, I will describethe construction of a valid inferential model whose output is a random set containmentfunction, hence is equivalent to a framework built around continuous belief functions.
 An even more specific class of belief functions is that based on random sets, T whichare nested in the sense that, for any pair of sets T and T ′ in the support of T , eitherT ⊆ T ′ or T ⊇ T ′. Then the corresponding belief function, b, is called consonant, andthe dual, p, to b has the following surprising property:
 p(A) = supϑ∈A
 p({ϑ}).
 That is, the plausibility and, hence, the belief function are determined by an ordinarypoint function, called the plausibility contour,
 p({ϑ}) = PT (T 3 ϑ), ϑ ∈ Θ.
 The belief/plausibility functions corresponding to nested random sets are also known asnecessity/possibility measures (e.g., Dubois and Prade 1988).
 7 Valid inferential models
 7.1 Basic construction
 The previous sections have focused primarily on the point that non-additive degrees ofbelief satisfying a validity constraint (or something similar) are needed in order to avoidfalse confidence. Obvious questions that come to mind are does a valid inferential modelexist? and, if so, how to construct it? This section reviews the detailed construction firstpresented in Martin and Liu (2013) and then expanded upon in Martin and Liu (2016).
 The inferential model depends explicitly on the posited statistical model, so the start-ing point for the following construction is a particular representation of that model, as adata-generating process. That is, write
 Y = a(θ, U), U ∼ PU , (10)
 25

Page 26
						

where U ∈ U is called an auxiliary variable with distribution PU fully known, and a :Θ × U → Y is a known mapping. The representation in (10) is called an associationbetween data Y , parameter θ, and auxiliary variable U ; this functional form of thestatistical model is one of the extra “. . .” inputs in the inferential model definition. Anassociation always exists since any sampling model that can be simulated on a computermust have a representation (10), but that representation is not unique. The associationneed not be based on knowledge of the actual data-generating process, it can be viewedsimply as a representation of the data analyst’s uncertainty; that is, no claim that Uexists in “real life” is made or required. The advantage to introducing U in (10) is thatit identifies a fixed probability space, namely, (U,B,PU), for a σ-algebra B containingsubsets of U, on which we can carry out probability calculations independent of the dataand parameter; as I describe below, these probability calculations are with respect to thedistribution of a random set on U.
 Readers familiar with Fisher’s fiducial argument, or the structural inference frame-work of Fraser (1968), will recognize the auxiliary variable U as a “pivotal quantity.”Roughly speaking, these approaches aim to solve the equation (10) for θ and then usethe distribution U ∼ PU and the observed value of Y to induce a distribution for θ. Thisfiducial argument will lead to an additive probability distribution on Θ which does notsatisfy the validity property. Even the extended fiducial argument put forth by Dempster,where the inferential output need not be additive, the validity property generally fails.Therefore, something extra is needed. More discussion on the connection between thefiducial argument and the approach presented here is given in Section 8.1.
 According to the formulation in (10), there is a quantity U that, together with θ,determines the value of Y . If both Y and U were observable, then (10) could be simplysolved for θ, hence the best possible inference. That is, if Y = y and U = u were observed,then it would be certain that the true θ belongs to the set
 Θy(u) = {ϑ ∈ Θ : y = a(ϑ, u)}.
 However, since U is not observable, the best one can do is to accurately predict14 theunobserved value using some information about its distribution PU .
 To accurately predict the specific unobserved value of U , it is not enough to usean independent draw from PU as the fiducial argument suggests. Intuitively, hitting atarget with positive probability requires stretching that draw from PU into a genuine set.Towards formalizing this notion of “stretching a draw from PU ,” consider a random set,S, having distribution PS , with the property that it contains a large PU -proportion of Uvalues with high probability. More precisely, define γS(u) = PS(S 3 u), a feature of thedistribution PS , called the contour function of S, and suppose that
 γS(U) is stochastically no smaller than Unif(0, 1). (11)
 In other words, S—or, rather, PS—must be such that
 PU{γS(U) ≤ α} ≤ α, ∀ α ∈ [0, 1].
 14Perhaps guess is a better word to describe this operation than predict but the former has a particularlynon-scientific connotation, which I’d like to avoid.
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Intuitively, this condition suggests that S is “reliable” in the sense that it can cover adraw U from PU with high probability; more details about the random set and condition(11) in Section 7.2. The distribution PS of the random set S is the second extra “. . .”input in the inferential model definition.
 Given that S provides a reliable guess of where the unobserved U resides, in the senseof (11), then an equally reliable guess of where the unknown θ resides, given Y = y, is
 Θy(S) =⋃u∈S
 Θy(u),
 another random set, with distribution determined by PS . It is, therefore, natural to saythat data y supports the claim “θ ∈ A” if Θy(S) is a subset of A. Then the inferentialmodel output is
 by(A) = PS{Θy(S) ⊆ A}, A ⊆ Θ. (12)
 This is a belief function, like in Section 6.2, so it inherits those properties, e.g., it’ssuper-additive and has a corresponding plausibility function py(A) = 1− by(Ac).
 It will typically be the case that Θy(S) is nested, as discussed in Section 6.3; I’ll talkabout why in Section 8.2. Consequently, the belief function by is consonant and fullydetermined by the plausibility contour py({ϑ}) = PS{Θy(S) 3 ϑ}, ϑ ∈ Θ. According toShafer (1976, Ch. 10), while the use of a consonant belief function as a description ofevidence might be questionable in general, one case where it would be appropriate is indescribing inferential evidence, as is the focus here.
 Next are a couple of simple examples to illustrate the inferential model constructionand how the corresponding belief/plausibility functions are evaluated.
 Example 1. Let Y be a scalar with continuous distribution function Fθ, depending on ascalar parameter θ. Then a natural choice for the association (10) would be Y = F−1
 θ (U),where U ∼ Unif(0, 1). Then Θy(u) = {ϑ : Fϑ(y) = u} and, with a random set S, it iseasy to check that Θy(S) = {ϑ : S 3 Fϑ(y)}, so
 py({ϑ}) = PS{S 3 Fϑ(y)}.
 For instances like this, where the auxiliary variable U is Unif(0, 1), a good default choiceof the random set is
 S = {u ∈ (0, 1) : |u− 0.5| ≤ |U − 0.5|}, U ∼ Unif(0, 1). (13)
 This is just a sub-interval of (0, 1), centered at 0.5, with a random width. For this choiceof S, the plausibility contour above can be simplified:
 py({ϑ}) = 1− |2Fϑ(y)− 1|.
 From here, plausibility of any hypothesis A can be evaluated as
 py(A) = supϑ∈A
 ply({ϑ}),
 and hence belief can be evaluated according to the formula by(A) = 1 − py(Ac). For
 example, suppose that Fθ is the distribution function of Gamma(θ, 1), where θ > 0 isthe unknown shape parameter. Panel (a) in Figure 3 shows the plausibility contour andPanel (b) shows by(Aϑ) and py(Aϑ) where Aϑ = (0, ϑ), sort of lower and upper distributionfunctions. Note the gap between the lower and upper in Panel (b).
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 Figure 3: Results of the gamma inference problem in Example 1 with Y = 7. Panel (a)shows the plausibility contour and Panel (b) shows the belief and plausibility functionsfor the collection of hypotheses Aϑ = (0, ϑ).
 Example 2. Consider a binomial model, Y ∼ Bin(n, θ), where n is a known positiveinteger and θ ∈ (0, 1) is the unknown success probability. Despite its apparent simplicity,inference on θ in the binomial model is far from trivial (e.g., Brown et al. 2001). In thiscase, the most natural version of (10) is
 Fθ(Y − 1) ≤ U < Fθ(Y ), U ∼ Unif(0, 1),
 where Fθ is the Bin(n, θ) distribution function. There is no simple equation linking(Y, θ, U) in this case, just a rule “Y = a(θ, U)” for producing Y with given θ and U . Thisdetermines the map u 7→ Θy(u), which is given by
 Θy(u) = {ϑ : Fϑ(y − 1) ≤ u < Fϑ(y)}= {ϑ : Gn−y+1,y(1− ϑ) ≤ u < Gn−y,y+1(1− ϑ)}= {ϑ : 1−G−1
 n−y+1,y(u) ≤ ϑ < 1−G−1n−y,y+1(u)},
 where Ga,b denotes the Beta(a, b) distribution function. This calculation follows fromthe connection between the binomial and beta distribution functions, namely, Fθ(y) =Gn−y,y+1(1 − θ), which can be derived using integration-by-parts. Note that, in thisdiscrete-data setting, the set Θy(u) is an interval, not a singleton like in the continuous-data example above. Next, for simplicity, again I’ll use the default random set S in (13)for predicting the unobserved U ∼ Unif(0, 1). Combining S with Θy(·) above gives
 Θy(S) =⋃u∈S
 Θy(u) =[1−G−1
 n−y+1,y(12
 + |U − 12|), 1−G−1
 n−y,y+1(12− |U − 1
 2|)],
 where U ∼ Unif(0, 1). Then the probability, PS{Θy(S) ⊂ A} can be computed for any Ausing the distribution of the endpoints of Θy(S), which are simple functions of a uniformrandom variable. For example, the plausibility contour equals
 py({ϑ}) = PS{Θy(S) 3 ϑ} = 1− PS{max Θy(S) < ϑ} − PS{min Θy(S) > ϑ}.
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 Figure 4: Results of the binomial inference problem in Example 2 with y = 7 and n = 18.Panel (a) shows the plausibility contour and Panel (b) shows the belief and plausibilityfunctions for the collection of hypotheses Aϑ = (0, ϑ).
 Figure 4(a) shows a plot of this plausibility contour based on and observed y = 7 andn = 18. A feature that distinguishes this plausibility contour from that in Example 1 isthe plateau at the top; this is a consequence of Θy(u) being an interval for all u, whichitself is a consequence of the discreteness of Y . Panel (b) shows the belief and plausibilityfor a sequence of one-sided hypotheses like that in Figure 3(b).
 To conclude this subsection, I briefly revisit the satellite conjunction analysis examplefrom Section 3.1. Details about the calculations will be presented elsewhere, here I onlywant to focus on the non-additivity feature and its interpretation. Figure 5 considersexactly the situation investigated in Figure 1, but displays the belief and plausibilityin the non-collision hypothesis, based on a valid—and, in fact, “optimal”—inferentialmodel, as a function of the error variance σ, for several different estimates, y, of thedistance between the two satellites; for reference, the Bayesian non-collision probabilitiesfrom (2) are displayed in gray. First note that, in the ideal, high-quality data case withsmall σ, the belief and plausibility values are equal and generally close to the Bayesiannon-collision probability. But as σ increases and the quality of the data is diminished,the non-collision probability is forced up to 1 but the non-collision belief and plausibilityvalues split and eventually reach 0 and 1, respectively. What does this mean? Dempster(2008) calls the gap between belief and plausibility a “don’t know probability,” and that’sthe appropriate way to interpret the phenomenon displayed in these plots. That is, whendata is low-quality, a clear determination about the satellites’ safety isn’t possible, soit’s more appropriate to say “I don’t know” than to conclude that the satellite is safeas the non-collision probability would suggest. This reveals the advantage of havingthe extra flexibility coming from non-additivity; that is, having the extra “don’t know”category implies that data not supporting collision need not support non-collision, whichapparently is the key to avoiding false confidence.
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 (b) ‖y‖2 = 0.9 vs t = 1
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 (c) ‖y‖2 = 1.1 vs t = 1
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 (d) ‖y‖2 = 1.5 vs t = 1
 Figure 5: Like in Figure 1, plots of the non-collision belief (solid) and plausibility (dashed)based on a valid inferential model as a function of σ for several configurations of y. Forreference, the non-collision probability from (2) is shown in gray.
 7.2 Validity theorem
 Importantly, the inferential model obtained by the above construction, driven by therandom set S ∼ PS that satisfies (11), is provably valid in the sense of Definition 2.
 Theorem 3 (Martin and Liu 2013). Suppose that S satisfies (11) and that Θy(S) isnon-empty with PS-probability 1 for each y. Then the inferential model with output bydefined in (12) is valid in the sense of Definition 2.
 Recall that the validity condition was designed to properly calibrate the data analyst’sbeliefs for scientific application, to avoid false confidence. An important practical conse-quence, presented in Theorem 2 above, is that it’s straightforward to construct decisionprocedures with guaranteed frequentist error rate control. For example, the correspondingplausibility region (6) attains the nominal frequentist coverage probability.
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Let’s discuss the conditions of the theorem, starting with (11). In particular, howto construct a random set S ∼ PS such that (11) holds? Martin and Liu (2013) showthat this is actually a relatively mild condition and provide some general strategies forconstructing such a set S. For example, if PU is non-atomic and h : U→ R is a continuousfunction, non-constant on any set with positive PU -measure, then h(U) is a continuousrandom variable and the random set
 S := {u ∈ U : h(u) ≤ h(U)}, U ∼ PU , (14)
 with distribution PS determined by the push-forward of PU through the set-valued map-ping above, satisfies (11); see Martin and Liu (2016, p. 61) for a proof. The default randomset in (13) is of this type, with U = [0, 1], PU = Unif(0, 1), and mapping h(u) = |u− 1
 2|.
 Other examples of random sets satisfying (11) are presented in Section 7.4.Next, the non-emptiness assumption in the theorem often holds automatically for nat-
 ural choices of S, but can fail if the dimensions of θ and U don’t match up (see Section 7.3)or in problems that involve non-trivial parameter constraints. When PS{Θx(S) 6= ∅} < 1,Ermini Leaf and Liu (2012) propose to use an elastic version of S that stretches justenough that Θy(S) is non-empty, and they prove a corresponding validity theorem.
 To conclude this brief introduction, I should mention that the approach describedabove is not necessarily the only way to construct a valid inferential model. I’m notaware of any competing constructions, but I make no claims that what I’ve presentedabove is the best or only way to achieve the validity property.
 7.3 Dimension reduction
 The basic construction presented above is actually quite general, but depending on thedata structure and/or the objectives of the analysis, it may be possible to make theinferential model more efficient by reducing the dimension of the auxiliary variable thatlinks the data and parameter in (10). This dimension reduction strategy has proved tobe useful in two frequently encountered scenarios:
 • when data consists of individual components each contributing some informationabout a common parameter, e.g., like with iid data, and
 • when the parameter of interest is some lower-dimensional feature, φ = φ(θ), of thefull parameter θ.
 I’ll give a brief summary of the general ideas here, saving details for the examples inSection 7.4; see, also, Martin and Liu (2016, Ch. 6–7) and the relevant references.
 Consider the case of iid data, Y = (Y1, . . . , Yn). There are two obvious ways toproceed. The first is to develop an association of the form (10) with U = (U1, . . . , Un),an auxiliary variable for every data point, introduce a random set for the n-dimensionalU , and proceed as above. The second is to construct valid inferential models with outputbyi for each i = 1, . . . , n, and than combine—since they are all independent and carryinformation about the same θ—combine them in some way, e.g., using Dempster’s ruleof combination. It turns out that neither of these two obvious approaches are mostefficient; see Section 8.2. The key insight, first presented in Martin and Liu (2015a), isthat if information about θ is coming from multiple sources, then there will features of
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the unobservable auxiliary variable U = (U1, . . . , Un) that actually are observed, henceno reason to predict those features with a random set. The strategy is to express U in acoordinate system in wherein some coordinates are observed and the others are not. Thisis done by identifying a one-to-one mapping u 7→ (τ(u), η(u)), where η(u) correspondsto the observable part and τ(u) the unobservable part. Then τ(U) will necessarily beof lower dimension than U itself, so predicting τ(U) with a suitable random set will beeasier and more efficient than predicting the full U . There are a number of strategiesavailable to identify the (τ, η) mapping—using sufficient statistics, symmetry/invariance,a conditional representation of the statistical model, solving a differential equation, etc.—and I will illustrate these different approaches in the examples that follow.
 Next, assuming that the combination steps have been carried out, so that the auxiliaryvariable U is currently of the same dimension as that of the parameter θ, if the goal isinference on φ = φ(θ), then there may be an opportunity to reduce the dimension of theauxiliary variable further. In the simplest case, imagine that some feature of U is directlyconnected to data and φ, while the remaining features of U don’t directly connect to φ.Martin and Liu (2015b) show that one can effectively ignore the part of U unrelated toφ, and predict only that relevant feature of U . Again, that feature would be of dimensionlower than that of the original U , hence an opportunity for improved efficiency. Examplesbelow will illustrate this. Being able to isolate the interest parameter φ in the associationis not always possible, it depends on the structure of the model, but there are strategiesthat may work even if the isolation is not strictly possible; see Section 7.4.3.
 7.4 Examples
 7.4.1 Two normal means
 Consider two independent normal samples, i.e.,
 Y11, . . . , Y1n1
 iid∼ N(µ1, σ2) and Y21, . . . , Y2n2
 iid∼ N(µ2, σ2), (15)
 where the means, µ1 and µ2, and the sample sizes, n1 and n2, are possibly different,but the variance σ2 is assumed to be the same in both groups; the more general case isconsidered in Section 7.4.3. The full parameter in this case is θ = (µ1, µ2, σ), but thegoal is only to determine if there is a difference between the two group means, a commonmarginal inference problem.
 As a first step, according to the general results in Martin and Liu (2015a), reduce thedimension of the problem down via sufficient statistics. Then the relevant association is
 µ1 = µi + σn−1/21 U1,
 µ2 = µ2 + σn−1/22 U2,
 σ2 = σ2(n1 + n2 − 2)−1U3,
 where µ1 and µ2 are the group sample means, σ2 is the usual pooled sample variance,U1 and U2 are independent standard normals, and U3 is an independent chi-square withn1 + n2 − 2 degrees of freedom. Interest is in φ = µ1 − µ2 and manipulating the aboveassociation in an obvious way gives
 φ = φ+ σn−1/21 U1 + n
 −1/22 U2√
 (n1 + n2 − 2)−1U3
 µ2 = µ2 + σn−1/22 U2,
 σ2 = σ2(n1 + n2 − 2)−1U3,
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where φ = µ1−µ2. The latter two equations do not directly involve the interest parameterφ, so if the goal is marginal inference on φ, I have no need to predict U2 and U3, so thesecan be ignored. And that particular feature of (U1, U2, U3) in the first equation has aknown distribution, namely, a Student-t distribution with n1 +n2−2 degrees of freedom.So if F denotes that distribution function, then the marginal association for φ can bewritten as
 φ = φ+ σ(n−11 + n−1
 2 )1/2 F−1(W ), W ∼ Unif(0, 1). (16)
 If I now introduce the default random set S in (13), which is optimal in this case, then Iget a corresponding random set for φ,
 Φx(S) = {ϕ : wy(ϕ) ∈ S},
 where wy(ϕ) is the solution of (16) for given data “y” and generic ϕ value, i.e.,
 wy(ϕ) = F( φ− ϕσ{n−1
 1 + n−12 }1/2
 ).
 Then the plausibility is given by a probability with respect to the distribution PS of therandom set S:
 py({ϕ}) = PS{Φy(S) 3 ϕ} = 1−∣∣2wy(ϕ)− 1
 ∣∣. (17)
 For illustration, I consider two (φ, σ) cases, one small signal-large noise and one largesignal-small noise. For simplicity of comparison only, I assume that n1 = n2 = n, and Iconsider n = 5 and n = 10 for each of the two cases above. Figure 6 shows the plausibilitycontour py({ϕ}) for the two cases and two sample size configurations.
 First, in all four cases, the plausibility contour peaks at the estimate φ, and decayssymmetrically as ϕ moves farther from φ. The interpretation is that the most likely value,the point estimator, is fully plausible—which is why it’s used as an estimate—but valuesdistant from the estimate should be less plausible. Second, the more informative the dataare, either because σ is smaller or because the sample size is larger, the more narrow theplausibility curve is. This, again, agrees with the intuition that more informative dataleads to more precise inference, i.e., a more narrow range of plausible values.
 What is especially interesting about the plausibility function plots in Figure 6 isthat the data analyst can immediately read off the answer to virtually any relevantquestion. First, using the horizontal reference line at 0.05, one can easily identify the95% plausibility interval for φ as the set of all ϕ with point plausibility at least 0.05.Naturally, more informative data makes the interval narrower. And the interpretation isclear: if a value, such as ϕ = 0 is in the plausibility interval, then it is sufficiently plausiblebased on the data, otherwise it’s not. Note also that the plausibility function is on theappropriate scale for reading off these intervals; compare this to a Bayesian approachwhere the need to evaluate tail areas via integration makes it impossible to read off thecredible interval from a plot of the posterior density. Of course, there is nothing sacredabout 0.05, one is free to set their own threshold for “sufficiently implausible.”
 Second, since interest is in comparing the group means, a relevant hypothesis is A =(−∞, 0). The reference line at ϕ = 0 is helpful in this assessment. In Panel (a), forexample, with n = 5 (black line), I find that py({0}) is between 0.5 and 0.6; the precisevalue is 0.545. Therefore, since the point plausibility is increasing up to ϕ = 0, I get
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 n = 5n = 10
 (a) φ = 0.5 and σ = 1.25.
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 n = 5n = 10
 (b) φ = 1 and σ = 0.75.
 Figure 6: Plots of the plausibility contour from Section 7.4.1 for the two cases and forthe two sample size configurations in each case, all on the same scale.
 py(A) = 0.545 and by(A) = 0, so no definitive judgment can be made about the hypothesisA because belief is small but plausibility is not small. Virtually the same conclusionwould be reached in the slightly more informative case with n = 10. On the other hand,in Panel (b), with n = 10 (gray line), py({0}) is effectively 0, so both by(A) and py(A)are very small, so I can infer Ac, i.e., the hypothesis {φ < 0} = {µ1 < µ2} is sufficientlyimplausible based on the data.
 7.4.2 Normal coefficient of variation, cont.
 Reconsider the normal coefficient of variation example from Section 3.2. Following thegeneral theory, take the minimal sufficient statistic (µ, σ2), the sample mean and samplevariance, respective, and build the association in terms of these:
 µ = µ+ σn−1/2U1, U1 ∼ N(0, 1),
 σ2 = σ2U2, U2 ∼ (n− 1)−1ChiSq(n− 1),
 where U1 and U2 are independent. The parameter of interest, φ = σ/µ, is a scalar butthe auxiliary variable (U1, U2) is two-dimensional, so we would like to further reduce thedimension of the latter. An argument similar to that in Section 7.4.1 leads to a (marginal)association for the interest parameter φ:
 n1/2φ−1 = F−1n,φ−1(W ), W ∼ Unif(0, 1),
 where φ = σ/µ and Fn,ψ is the non-central Student-t distribution function, with n − 1degrees of freedom and non-centrality parameter n1/2ψ. Different random sets S forthe unobserved W may be considered (see below) but, for now, I’ll consider that same“default” choice in (13). The calculation in Example 1 leads to a plausibility contour
 py({ϕ}) = 1− |2Fn,ϕ−1(n−1φ−1)− 1|. (18)
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 Figure 7: Plots of the plausibility function for φ = σ/µ based on samples of size n = 30from N(µ, σ2) for σ = 1 and two values of µ.
 Since the random set is nested, the derived belief function is consonant and, hence, thisplausibility contour fully determines the inferential model output.
 For given α ∈ (0, 1), the 100(1− α)% plausibility region for φ is given by
 {ϕ : py({ϕ}) > α} = {ϕ : α/2 < Fn,ϕ−1(n1/2φ−1) < 1− α/2}.
 One can check directly that this plausibility region has coverage probability 1 − α, butit follows as a consequence of Theorem 2. The Gleser–Hwang theorem applies to theseplausibility regions, so having the nominal frequentist coverage implies that these will beunbounded with positive probability; see Figure 7, which shows two plausibility contours,one that vanishes in the tails, yielding bounded plausibility intervals, and one that doesnot. Of course, unbounded regions are perfectly reasonable in this problem: given theinherent variability of the sample mean around µ, if µ is close to zero, then arbitrarilylarge values of φ cannot be ruled out.
 Next, I revisit the simulation from Section 3.2. Recall that Y consists of n = 10 iidobservations from N(µ, σ2), with µ = 0.1 and σ = 1, so that φ = 10 is the true value.Then I consider a false hypothesis A = (−∞, 9]. Here I want to compare the distributionof the belief function bY (A) from above, as a function of Y , with that of the posteriordistribution ΠY (A) from before. Figure 8 shows the same distribution function of ΠY (A)as in Figure 2, and also shows two other distribution functions: one for the belief functionbY (A) based on the inferential model construction laid out above; the other for the belieffunction based on the same formulation but with a “better” random set, namely, theone-sided interval S = [W , 1], with W ∼ Unif(0, 1), suggested by Theorem 4 in Martinand Liu (2013). Both of the latter distribution functions stay above the diagonal line,because they’re both valid, while the Bayes version falls below and, hence, is not valid.That the one belief has distribution function closer to the diagonal line, without goingbelow, is a sign of added efficiency; see Section 8.2. The takeaway message is that it’spossible to construct valid (and even efficient) degrees of belief in this difficult problem,but non-additivity is essential.
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 Figure 8: Plot of the distribution function Gθ(α) = PY |θ{bY (A) ≤ α} of the Bayesianposterior probability (gray), the valid inferential model (black, solid) with plausibilitycontour in (18), and the one based on the “better” random set (dashed), where A =(−∞, 9] is a false hypothesis about the coefficient φ = σ/µ when µ = 0.1 and σ = 1.
 7.4.3 Behrens–Fisher problem
 The so-called Behrens–Fisher problem is a fundamental one, a generalization of the prob-lem in Section 7.4.1 where the two groups have their own unknown variances. Despite itsapparent simplicity, it turns out that the only “exact” procedures are those that dependon the order in which the data is processed, which is not fully satisfactory. Standardsolutions are given by Hsu (1938) and Scheffe (1970); see, also, Welch (1938, 1947). Fora review, see Kim and Cohen (1998), Ghosh and Kim (2001), and Fraser et al. (2009).
 Consider the model in (15), but where the two groups have their own unknown vari-ance, σ2
 1 and σ22, respectively. Reduction via sufficiency leads to a baseline association
 µk = µk + σk n−1/2k U1,k, and σk = σkU2,k, k = 1, 2, (19)
 where U1,k ∼ N(0, 1) and (nk − 1)U22,k ∼ ChiSq(nk − 1), independent, for k = 1, 2. Define
 f(σ1, σ2) = (σ21/n1 + σ2
 2/n2)1/2 and note that (19) can be re-expressed as
 φ = φ+ f(σ1, σ2)V and σk = σkU2,k, k = 1, 2, V ∼ N(0, 1). (20)
 Plug in σk = σkU2,k for k = 1, 2, to get
 φ− φf(σ1, σ2)
 =f(σ1, σ2)
 f(σ1U2,1, σ2U2,2)V, and σk = σkU2,k, k = 1, 2. (21)
 If the coefficient on V was free of (σ1, σ2), it would be straightforward to marginalize to anassociation in terms of φ only, by ignoring the nuisance parameter components. However,this simple approach is not possible in this challenging problem. As an alternative, Martinand Liu (2015b) suggest a strategy in which the nuisance parameter components can
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 Figure 9: Plot of the plausibility contour for the example in Section 7.4.3. Horizontalline at α = 0.05 determines the 95% plausibility region for φ.
 be ignored but that the distribution of the auxiliary variable is stretched accordingly.Skipping the details, they suggest a new dimension-reduced association for φ,
 φ− φf(σ1, σ2)
 = G−1(W ), W ∼ Unif(0, 1),
 where G is the distribution function of a Student-t distribution with max(n1, n2)− 1 de-grees of freedom. Here, because of symmetry, the default random set S in (13) is optimal,and the plausibility contour can be evaluated exactly as in Example 1 above. Moreover,this generalized marginal inferential model is valid, which leads to an alternative proofof the conservative coverage properties of the Hsu–Scheffe confidence interval.
 Data on travel times from home to work for two different routes are presented byLehmann (1975, p. 83), summarized below:
 (n1, µ1, σ21) = (5, 7.58, 2.24) and (n2, µ2, σ
 22) = (11, 6.14, 0.07).
 The goal is to investigate the difference between the mean travel times for the two routes.Figure 9 shows the plausibility contour and along with the horizontal cut at α = 0.05that determines the 95% plausibility interval for φ. As expected, the contour has a peakat the estimated mean difference, φ = 1.44, but the fact that py({0}) exceeds 0.05 impliesthat the two routes having the same mean travel times is sufficiently plausible.
 7.4.4 Two Poisson rates
 Consider two independent Poisson samples, Y1 ∼ Pois(n1θ1) and Y2 ∼ Pois(n2θ2), wherethe “sample sizes” n1 and n2 are known but the rates θ = (θ1, θ2) are unknown. Thequantity of interest here is φ = θ1/θ2, the ratio. Inference on φ has been explored ina number of papers, including Krishnamoorthy and Thomson (2004) and the references
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therein. A similar problem arises in Jin et al. (2016), and I employed a conditioningstrategy like the one below in Martin (2018, Sec. 5).
 The jumping off point is the realization that there are two data points—each with acorresponding auxiliary variables—but only a scalar interest parameter. So reducing thedimension before building the inferential model would be advantageous. One dimension-reduction strategy that can sometimes be employed is based on conditioning. Here theapproach is relatively straightforward and familiar. That is, the conditional distributionof Y2, given Y1 + Y2 = k, is binomial with parameters k and
 g(φ) =n2θ2
 n1θ1 + n2θ2
 = {1 + (n1/n2)φ}−1,
 a one-to-one function of φ. So I just have to build an association in terms of the marginaldistribution for Y1 + Y2 and also in terms of the aforementioned conditional. Each willhave an associated auxiliary variable but I will just ignore the one in the marginal part,focusing only on the association that describes the conditional distribution, which onlyinvolves the interest parameter. And, fortunately, that analysis based on the conditionaldistribution is almost identical to that presented in Example 2 above. The only point ofdeparture is the transformation between the binomial parameter g(φ) and φ, but this isnot a problem. Here, however, I will also consider a random set other than the defaultconsidered in all the examples so far. In particular, I will use the greedy random setconstruction laid out in Martin et al. (2012) which, unfortunately, is too complicated todescribe here; my reason for doing so is to illustrate what an efficient inferential modellooks like in a discrete problem; see, also, Section 7.5 below.
 As an illustration, suppose a builder purchases lumber from both Company 1 andCompany 2. Whenever the lumber is delivered, a sample is taken and inspected and, inthe most recent deliveries, a sample of n1 = 30 samples was taken from Company 1’s lotand y1 = 2 defectives were identified, while n2 = 35 samples from Company 2’s deliveryyielded y2 = 4 defectives. Using the conditional-binomial formulation described above,with random set construction as in Martin et al. (2012), I get the plausibility contour forφ in Figure 10. One might guess that these data can’t distinguish between the two lumbersuppliers in terms of their defective rates, and the plausibility contour plot confirms thissince the plausibility at ϕ = 1 is rather high. What’s especially interesting about theplot is that it’s not smooth, there are both plateaus and corners. My experience is that“good” random sets for discrete data problems will yield plausibility contours with thisshape, but a clear understanding of this phenomenon is still lacking.
 7.4.5 Frechet shape
 Suppose that data Y = (Y1, . . . , Yn) are iid from a unit Frechet distribution with shapeparameter θ > 0; usually there are location and scale parameters included but I’m leavingthese out here only for simplicity. The Frechet distribution is max-stable and, therefore,is a canonical model in extreme value theory (e.g., de Haan and Ferreira 2006). It’salso a challenging problem because it lacks the nice exponential family structure thatguarantees existence of a one-dimensional sufficient statistic. So combining the differentsources of information about θ in this case requires some non-standard techniques.
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 Figure 10: Plot of the plausibility contour for the ratio φ = θ1/θ2 of Poisson means basedon the data as described in Example 7.4.4.
 To construct a valid inferential model, first recall that the distribution function forthe Frechet model is given by
 Fθ(y) = exp(−y−θ), y > 0,
 and so this model can be described via an association
 Yi = (− logUi)−1/θ, i = 1, . . . , n, (22)
 where U1, . . . , Un are iid Unif(0, 1) and the expression on the right-hand side above isjust the solution F−1
 θ (u) of the equation u = Fθ(y). As I hinted in Section 7.3, in suchcases there will be features of the auxiliary variable that are fully observed, and thatidentifying those features—and suitably conditioning on them—is important for reducingthe dimension and increasing the efficiency of the inferential model. One might be ableto guess directly what kind of features are observed (see below), but let me proceed witha formal construction which I think is informative.
 The jumping off point is the observation that, if uy,θ is a solution to the system (22),then those features, η(uy,θ), that don’t vary with θ would correspond to observed featuresof U . So then the goal would be to find a function η that satisfies the following partialdifferential equation:
 ∂η(uy,θ)
 ∂θ= 0.
 Presently, it is unknown what problems will admit a differential equation that has a solu-tion, but there are examples where solving this is possible, and there are other examples(see Section 7.4.6 below) where some change-of-perspective is required in order to find asolution. For the present case with n iid samples, it makes sense to use the chain ruleand re-express this differential equation as
 ∂η(u)
 ∂u
 ∣∣∣u=uy,θ
 · ∂uy,θ∂θ
 = 0, (23)
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where ∂uy,θ/∂θ is a n-vector that is easy to compute from the known form of uy,θ, and∂η(u)/∂u is a matrix with n columns and of rank n − 1. That is, η is a map from then-space of u’s to some (n− 1)-dimensional subspace.
 Solving the above differential equation can proceed in various ways; techniques thatI’ve found to be successful are guess-and-check and the method of characteristics (e.g.,Polyanin et al. 2002) and here I’ll illustrate the latter. Write mθ(u) for ∂uy,θ/∂θ withy = a(θ, u) plugged in, so that it’s only a function of θ and u. In the present example,
 mθ(u) = θ−1u log u log(− log u), u ∈ (0, 1).
 Then the method of characteristics suggests solving the following (nonparametric) systemof ordinary differential equations:
 du1
 mθ(u1)=
 du2
 mθ(u2)= · · · = dun
 mθ(un).
 The solution to such a system of equations looks like
 zθ(u1) = zθ(u2) + c1 = · · · = zθ(un) + cn−1
 for constants c1, . . . , cn−1, where dzθ(u)/du = mθ(u)−1. In the present example,
 zθ(u) =
 ∫mθ(u)−1 du = θ
 ∫1
 u log u log(− log u)du,
 which, upon making a change-of-variable, s = log(− log u), yields an anti-derivative
 zθ(u) = θ log | log(− log u)|.
 The constants c1, . . . , cn−1 are intended to accommodate the rank constraint on the deriva-tive of η, and suggests a sort of “location constraint” on the zθ(ui)’s, so that the finalsolution is a function of the differences zθ(ui)− zθ(uj). That is, take
 η(u) = M zθ(u),
 where zθ(u) = (zθ(u1), . . . , zθ(un))> and M a matrix with constant vectors in its nullspace, so that the rows of M are like contrasts. Note that θ appearing as a multiplicativeconstant in zθ(u) can be ignored here, so that η(u) only depends on u. From this finalexpression, it is easy to see that η satisfies the above differential equation.
 In this particular example, the differences zθ(ui)−zθ(uj) are proportional to the loga-rithm of the ratio log(− log ui)/ log(− log uj), which is easily seen to be equal to the ratiolog yi/ log yj. Therefore, the feature η(u) constructed above is observable, as intended.The reader experienced with properties of the Frechet distribution might have been ableto anticipate this form of η from the beginning, but I think this formal construction isstill interesting and informative.
 To keep things simple here, let me consider only the n = 2 case. Then I can simplifythe final result above and take
 η(u) = log(− log u2)/ log(− log u1).
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 Figure 11: Plausibility contour for the Frechet example; n = 2, true θ = 2.
 I need another mapping, τ , to complement η, and a suitable choice here is τ(u) =log(− log u1). This leads to a re-expressed “dimension-reduced” association
 T (Y ) = θ−1V1 and H(Y ) = V2,
 where T (Y ) = − log Y1, H(Y ) = log Y2/ log Y1, V1 = τ(U), and V2 = η(U). It is straight-forward to find the conditional distribution of V1, given V2 = h, where h is the observedvalue of H(Y ), and then define a random set, S, designed to predict draws from thisconditional distribution. That is, if gh is the density for the aforementioned conditionaldistribution, then a very reasonable—perhaps “optimal”—random set is
 S = {v1 : gh(v1) ≥ gh(V1)}, V1 ∼ gh.
 With that the plausibility contour can be evaluated, via Monte Carlo, as
 py({ϑ}) ≈1
 K
 K∑k=1
 1{gh(V (k)1 ) ≥ gh(ϑT (y))}, V
 (k)1
 iid∼ gh.
 A plot of this plausibility contour, based on a pair of samples (n = 2) from Fθ with θ = 2,is shown in Figure 11.
 7.4.6 Non-regular cube-root normal
 Consider the following cube-root normal problem,
 Y1 = θ + U1 and Y2 = θ1/3 + U2,
 where (U1, U2) consists fo two iid N(0, 1) random variables, and the goal is inference onθ. This example was considered in Seidenfeld (1992) for comparing fiducial and Bayesupdates, and more recently in Taraldsen and Lindqvist (2017). There’s two observations
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carrying information about the same θ, so there is an opportunity to reduce the dimensionof the auxiliary variable to match that of the parameter. No such reduction is providedby sufficiency in this non-regular example, but the differential equation strategy can beapplied here to reduce the dimension.
 Write uy,θ for the solution of the above system when y and θ are fixed:
 uy,θ = (y1 − θ, y2 − θ1/3)>.
 As before, the goal is to find η(u) to solve the differential equation(∂η(u)
 ∂u
 ∣∣∣u=uy,θ
 )>∂uy,θ∂θ
 = 0.
 Unfortunately, it may not be possible to find a solution to this differential equation thatdoesn’t depend on θ. But there’s a way to get around this obstacle based on an idea oflocalization first presented in Martin and Liu (2015a). Let ηϑ(u) be a function like before,depending on some generic parameter value ϑ. Localization requires that we solve thefollowing differential equation:
 ∂ηϑ(uy,θ)
 ∂θ= 0 when θ = ϑ.
 With this additional flexibility, the equation can be solved:
 ηϑ(u) = ϑ2/3u2 − 13u1.
 Now pair this ηϑ with a function τ such that u 7→ (τ(u), ηϑ(u)) is one-to-one for eachϑ. Here I will take τ(u) = u1. There is corresponding pair of functions (T,Hϑ) on theY -space, defined as
 T (y) = y1 and Hϑ(y) = ηϑ(uy,ϑ) = 3ϑ2/3(y2 − ϑ1/3)− (y1 − ϑ).
 Write out a “dimension-reduced” association
 T (Y ) = θ + τ(U) and Hϑ(Y ) = ηϑ(U).
 The first equation depends on θ while the other does not. This suggests writing V1 = τ(U)and V2 = ηϑ(U) and using the conditional distribution of V1, given the observed valuehϑ = Hϑ(y1, y2) of V2. Of course, this conditional distribution is normal and can beworked out explicitly, although it’s tedious; see below. The symmetry of the normalauxiliary variable distribution suggests using the default random set in (13).
 The above construction yields a different inferential model for each value ϑ. The keyinsight in Martin and Liu (2015a) was to “glue” these inferential models together onthe plausibility contour scale. That is, if py(· | ϑ) was the plausibility contour for theϑ-dependent inferential model, then define the glued inferential model to have contour
 py({ϑ}) = py({ϑ} | ϑ),
 where the localization point varies with the argument to the plausibility contour. Sincethe individual inferential models are valid, it is easy to show that the glued version is
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 Figure 12: Plausibility contour for cube-root normal problem, true θ = 7. Dashed linesare based on the individual data points, while the solid line is after combination usingthe differential equation strategy.
 valid as well. This gluing was used in other non-regular examples, including those inMartin and Lin (2016) and in Cheng et al. (2014). In this example, with the defaultrandom set, the glued plausibility contour is
 py({ϑ}) = 1−∣∣∣2Φ(y1 − ϑ+ 1
 3ϑ2/3 (y2 − ϑ1/3)
 (1 + 19ϑ4/3 )1/2
 )− 1∣∣∣.
 For illustration, I simulate data from the above model with θ = 7. Figure 12 showsa plot of this glued plausibility contour, along with those obtained by treating y1 andy2 separately. Since y1 is more informative about θ than y2, it makes sense that thecombined plausibility contour gives that observation more weight.
 7.5 A sort of converse to Theorem 2
 So far, this section has focused on the construction of a valid inferential model, from whichhypothesis tests and confidence regions with the desired frequentist error rate control canbe immediately read off, as in Theorem 2. But, as is well known, one can get thesedecision procedures more directly, without full specification of degrees of belief. In fact, amajor advantage of a “frequentist approach” is the ability to break a problem down andjump directly to calibrated inferences on the quantity of interest.15 There’s been lots ofwork over the years developing good—and in some cases optimal—tests and confidenceregions so, for those researchers who prefer to focus on procedures with good properties,what does a valid inferential model have to offer?
 15I’ve recently been working on an approach by which one can construct marginal posteriors aboutparameters of interest directly, without first having a full posterior distribution. We’ve been calling theseGibbs posteriors in Syring and Martin (2017, 2019a,b).
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There are results available now which serve as a sort of converse to Theorem 2 above.Roughly speaking, if there exists a test or confidence region that controls the frequentisterror rate at any specified level α, then there exists valid inferential model—potentiallyone that’s glued in the sense of Section 7.4.6—whose plausibility function yields a test orconfidence region at least as good (in terms of efficiency) as the given one. The first suchresult was presented in Martin and Liu (2014) in the context of p-values and hypothesistesting. More recently, I established a similar connection between valid inferential modelsand confidence regions by showing that, given a confidence region for a feature φ = φ(θ)of the full parameter, there exists a valid inferential model for θ whose correspondingmarginal plausibility region for φ is at least as efficient as the given one (Martin 2017a).Therefore, it’s not just a superficial similarity between p-values/confidence regions andthe valid belief/plausibility functions described here, there is a formal mathematical cor-respondence. Moreover, this connection reveals that users of proper p-values and con-fidence regions have actually being working with the valid inferential model frameworkI described here all along, albeit unknowingly. So, if this framework of valid inferentialmodels can be considered a “foundation,” then this correspondence gives foundationalsupport to the classical methods that are often considered to be “ad hoc.”
 8 More remarks
 8.1 A new take on the fiducial argument
 In Section 5.1 I described Fisher’s version of the fiducial argument, circa 1930. Thatargument is delightful, but requires too much structure. Dempster (1963, 1964) describesit in a different way, which I’ll summarize here and then relate back to what’s going onthe valid inferential model construction.
 Consider the baseline association (10) from which data can be generated, i.e., sampleU ∼ PU , plug into the mapping, for a given θ, and return Y = a(θ, U). Clearly, U and Yare dependent; in fact, they’re very tightly linked, via a deterministic mapping, so there’sno joint distribution as usual. If one had a “conditional distribution of U , given Y = y,”then one could just sample, say U , from that distribution, plug it into y = a(θ, U), andsolve for θ to get a draw from its “posterior distribution.” The problem, however, isthat there’s no such conditional distribution, at least not one that’s useful. That is, ifthe association mapping a is sufficiently nice, then observing Y = y immediately fixesU at uy,θ, the solution to the equation y = a(θ, u), where θ is the true value. In otherwords, PU |Y=y = δuy,θ , where δx denotes a point mass distribution at x. Of course, this“conditional distribution” is useless because it depends on the true-but-unknown θ.
 If not from probability calculus, where then does the fiducial distribution come from?The word “fiducial” means based on trust, and Dempster made Fisher’s leap of faith clear.Indeed, Fisher just defines—or assumes—a particular conditional distribution, namely,
 PU |Y=yset= PU .
 As Dempster described it, Fisher’s suggestion was to “continue to regard” U as if its dis-tribution were PU even after observing Y = y, effectively ignoring the strong dependencebetween them. Fisher’s “continue to regard” idea is clever, and has been used for manyyears by those working in the fiducial domain.
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The point here so far is that, no surprise, it’s not possible to construct a genuineposterior/conditional distribution out of thin air. And if the fiducial distribution isn’tbuilt up according to the rules of probability, then it’s again no surprise that it can breakdown when one puts the pressure of the probability calculus on it.
 At a high level, what causes problems in Fisher’s argument is the fact that Y and Uare too tightly tied together for ordinary probability calculus to handle. That is, if Uand Y are deterministically linked, as in (10), in a θ-dependent way, then conditioningwon’t work. The question, then, is how to break that tight link? Dempster’s efforts, ina series of classic papers (Dempster 1966, 1967, 1968a,b, 1969), to develop what he nowcalls a state space model that describes all the unknowns and the various manipulations(e.g., Dempster’s rule of combination) are carried out is, I think, in this vein.
 The approach described in Section 7 has similar motivation and I want to focus therest of this subsection on that. As described above, the difficulties with fiducial inferencearise because there’s too tight of a link between Y and U . On the other hand, our originalinspiration for the above inferential model construction was this tight connection. Thatis, if identification of uy,θ were possible, then the true θ could be similarly identified. Sothe tight link between Y and U makes it possible to convert the problem of inferenceabout θ to one of predicting or guess uy,θ. This new task might not seem any easier thanthe previous, but the difference is that there’s information available, in the generator PU ,about roughly where uy,θ is located. That information is used to generate a “net”—arandom set—to be cast in order to catch the fixed uy,θ. There’s no longer any concernabout the link between Y and U because these random sets live on an entirely differentprobability space, independent of data and original auxiliary variable. Since the targetuy,θ is a draw from PU , it makes sense to design these random sets that they can hittargets drawn from PU with some amount of frequency. If that can be arranged, thenthe set of solutions ϑ to y = a(ϑ, u) corresponding to u in that set will inherit exactlythe same frequency of containing the true θ, and that’s basically the proof of Theorem 3.Of course, I would also have the option to choose the random set to be a singleton filledwith a draw from PU , like Fisher’s and Dempster’s solutions, but this typically will notsatisfy the desired validity property. See Liu and Martin (2015).
 Therefore, the construction presented in Section 7 above is very much in line withFisher’s fiducial argument, most importantly, because the goal is to construct degrees ofbelief about the parameter where none had existed before, at least not formally. The keydifference, however, is that the inferential model construction doesn’t simply settle withwhatever comes out of the “continue to regard” step, it proactively seeks out a randomset formulation with the desired validity property.
 8.2 Efficiency and optimality
 In the above examples, I have primarily made use of the default random set S definedin (13). In some examples, like the gamma model in Example 1, this choice was forsimplicity, but in others I claimed that the default S was “optimal” in some sense. HereI want to say a few words about efficiency in the inferential model context, and thecorresponding notion of optimality, which means “most efficient.”
 In classical statistics, efficiency can be expressed in terms of small (asymptotic) vari-ance, e.g., between two confidence intervals that both attain the nominal coverage prob-
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ability, the narrower one is more efficient. Recall that the size of the plausibility region(6) is controlled by the spread of plausibility contour which, in turn, is controlled by therandom set S. So, in the inferential model context, efficiency will be characterized ordetermined by the random set S or, rather, its distribution PS .
 For the moment, I will write by(·;S) to indicate that the random set S was used inthe construction of the inferential model. Then I’ll say that S is at least as efficient asS ′ at hypothesis A, subject to both being valid, if by(A;S) ≥ by(A;S ′) for all y.16 Thisimplies that bY (A;S) is stochastically no smaller than bY (A;S ′) or, in other words, thespread of pY (ϑ;S) would tend to be narrower than that of pY (ϑ;S ′).
 A first basic result, presented in Martin and Liu (2013), is a complete-class theoremwhich says that, for any random set S ′, there exists a nested random set S that is at leastas efficient. This explains why the inferential output is always a possibility function andnot a general belief function. A nested random set has a fixed center, or core, so onlyits size and shape can vary. But once the overall shape is fixed, the size is determinedby the need to meet the validity condition. To see this, consider, like in the discussionaround (14), a function h : U→ R and a random set defined by
 S = {u ∈ U : h(u) ≤ s(U)}, U ∼ PU ,
 where s : U→ R is another function that controls the size of S. If s isn’t at least as largeas h everywhere, then validity might fail, and if s > h uniformly, then S is too large, so thebest choice is to take s = h. It is in this sense that the size of the random set is determinedby its shape. So the choice of an efficient S boils down to choosing the appropriate shape.In certain one-dimensional situations, the optimal shape is known (Martin and Liu 2013).For example, in symmetric location problems, the optimal random set is itself symmetric,hence (13) is optimal when U is Unif(0, 1).
 Efforts to understand what makes a “good” random set are ongoing, but my currentintuition is that the support of S, i.e., the collection of possible realizations, should matchthe contours of the distribution PU , like in Section 7.4.5. What makes formalization ofthis intuition non-trivial is that the association mapping a : Θ× U→ Y plays a role, asdoes the particular hypothesis A ⊂ Θ that one is interested in. But I believe that theoptimal random set’s dependence on the association mapping a is actually beneficial inthe sense that it will all or mostly eliminate the inferential model’s dependence on thefunctional form of the association, so that effectively no extra “. . .” inputs beyond thedata and statistical model would be needed for its construction.
 8.3 Practicalities
 There are certainly some differences—philosophical or otherwise—between what has beenpresented above and the more traditional statistical analyses, but the practical differencesare not as wide as one might think. Indeed, in those classical examples, such as linearregression, analysis of variance, etc., the recommended inferential model will have plausi-bility contour that yields hypothesis tests and confidence intervals that agree with those
 16Asking for the inequality to hold uniformly in y is indeed a strong type of efficiency, perhaps toostrong. Replacing this inequality with a distributional inequality is possible, and probably better. Theone result quoted here, however, holds under this strong condition.
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presented in the standard textbooks. So, very little in terms of day-to-day operations ofstatistics requires a fundamental change.
 From an educational point of view, at least for those courses intended for non-statisticsmajors in social or biological sciences, instructors could decide if introducing the plausi-bility contour used to produce the standard hypothesis tests and confidence intervals isappropriate for their students. But I firmly believe that there is an advantage to usinglanguage like plausibility when communicating statistical ideas to these students com-pared to the more common probability, confidence, etc. The reason is that these studentsknow just enough probability to be dangerous. For example, if a student confuses p-valuefor a probability, as many do, then he is likely to incorrectly interpret a small p-value asdirect support for the truthfulness of the alternative hypothesis when, in reality, smallp-value is only indirect support for the alternative, i.e., plausibility of the alternative islarge but its belief could be small. That student may not be able to understand the sub-additivity properties of plausibility functions, but if he knows that a p-value representsplausibility instead of probability, and that the former is a different object that can’tbe manipulated by the same rules as the latter, then he’s likely not to make the afore-mentioned mistake. And in light of the results summarized in Section 7.5, “confidence”is (mathematically) in direct correspondence to plausibility, so there is no need to usethe former word if the latter is both satisfactory and sufficiently general. For a differentset of students, with more of a mathematical background, ideas about how to carry outthe entire intermediate-level statistics theory course based on plausibility contours arepresented in Martin (2017b).
 The majority of real-life data analyses consist of applying those standard methodstaught in the course described above, so little or nothing would change for practicingstatisticians. And it would be straightforward to modify the existing statistical softwareprograms to return a plot of the plausibility contour if users request it.
 That (certain features of) the recommended inferential model agree with traditionalanalyses in some problems, of course, does not imply that the solutions would agree in allproblems. Indeed, there are already a number of examples where the inferential modelconstructed as above produce different and usually better solutions than other methods.More on the potential of valid inferential models is presented in Section 9.
 9 Conclusion
 In this paper I have presented a summary of my current views on statistical inference.The key foundational point is that, if one agrees with Reid and Cox that “calibrated in-ferences seem essential,” then additive degrees of belief are not appropriate for describinguncertainty. That is, additive beliefs are afflicted with false confidence and, therefore,at least for some hypotheses, Theorem 1 says that there is a systematic and practicallyproblematic bias. Two examples in Section 3 showed that the hypotheses afflicted neednot be trivial ones either, so there is a genuine risk. For those data analysts who arereluctant to move away from their familiar additive beliefs, it’s important to be able toidentify which hypotheses are at greatest risk of false confidence so they can mitigatetheir damages. Towards this, those “impossible” problems highlighted in Section 3.2should hold some insights. But, as I explained in Section 7.5, my suggested move to
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non-additive inferential models does not necessarily affect everyday statistical practice;in fact, the results summarized there that characterize suitable p-values and confidenceintervals as derivatives from a valid inferential model give foundational support to thoseclassical methods.
 My focus here has been on the situation where no prior information is available, whichmight be unrealistic. Is nothing really known about θ? What’s typically done is eitherthe available information is ignored, because it falls short of being a full prior distribu-tion, or the inevitable information gaps are filled in by something artificial, e.g., defaultpriors. An ideal situation is that one can incorporate exactly the available information,no omissions and no additions. Fortunately, there are ways in which this informationcan be incorporated into the inferential model framework. Recently, Qiu et al. (2018)developed a valid inferential model for the case where prior information is available aboutnuisance parameters, in the form of a genuine Bayesian prior distribution, but not aboutthe parameter of interest. Cella and Martin (2019) presents preliminary results on adifferent angle, one where potentially incomplete prior information is available and to beused but, through the combination mechanism, will only lead to an improved inferentialmodel, i.e., validity will be maintained and no efficiency will be lost, regardless of whetherthe prior is “right” or “wrong,” but efficiency will be gained when the prior is “right.”
 Another interesting direction I’m currently pursuing, one that has a lot in commonwith the partial prior problem described above, is that of model uncertainty. For example,suppose I am entertaining a collection of possible models, indexed byM ∈M , each havinga model parameter θM . A Bayesian framework is equipped to handle such a problem, atleast in principle, but difficulties quickly arise. For example, one might have some vagueprior information about the model itself, e.g., a quantification of Occam’s razor whichputs more weight on simpler models, but rarely does one have genuine prior informationabout the individual θM ’s, and the usual rules about non-informative priors don’t applywhen multiple models are under consideration. An idea along these lines is to carry outthe marginalization steps as described in Section 7.3 above to isolate M and, if available,introduce a sort of “prior” for M along the lines described in the previous paragraph.Preliminary work in this direction can be found in Martin (2019).
 That the inferential model constructed in Section 7 is able to achieve the validityproperty is exciting, but since there’s no free lunch, there must also be some limitations.At present, there are still many questions about this framework that I don’t know how toanswer, but I think this is more of an opportunity than a limitation. As far as limitationsare concerned, I’ll mention two here. First, since validity and efficiency are at odds withone another, and since validity is inflexible, some loss of efficiency is possible. That is, if Iconstruct a generic inferential model about θ, then it’s possible that the inference based onby(A) or py(A) for some specific A is not as efficient as that based on some other approachor method that targets A specifically. If, however, the inferential model is tailored to thespecific hypothesis (or hypotheses) of interest, then my experience is that efficiency canbe maintained. That leads to the second limitation, namely, difficulty. Presently, it isnon-trivial in some cases to carry out the necessary dimension reduction steps to achieveboth validity and efficiency. I will continue to think about ways to automate the processin certain ways, it’s just hard to imagine what that “black box” would look like. TheBayesian approach faced similar challenges, and its present popularity is entirely dueto the advent of Monte Carlo methodology that virtually automated the computations
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that had previously been impossible. What will the next breakthrough be? Is a similarautomation of inferential model construction and belief function computation possible?
 A question that has come up several times in conversations with researchers about thematerial presented herein is if there is a version of decision theory under the inferentialmodel umbrella. There have, of course, been considerable efforts over the years to buildup a belief function parallel to the decision theory of Savage (1972) based on probabilities;see the recent survey by Denœux (2019). These can be applied off the shelf to the belieffunctions resulting from the inferential model construction described in Section 7 here, butit is not clear—at least to me—what role validity plays in that context. Intuitively, theexpected utility might be affected by false confidence lurking in the posterior distribution,so there could be some advantage to working with a valid belief function that is immuneto false confidence, but more work is needed.
 Now is an exciting time for statisticians and data scientists: lots of job opportunities inboth industry and academia, interesting (“big-data”) research problems with importantreal-life consequences, and a new generation of STEM students eager to be trained.But there are also dangers. As problems become bigger and more complex, we mayreach a point where our intuition is no longer reliable. For example, dependent datais commonplace in certain applications, and dealing with that dependence is by nowfamiliar. But modern network problems bring an entirely different meaning to “dependentdata,” i.e., the data is the dependence. Can we really expect our intuitions, developedlargely based on asymptotic approximations in relatively simple cases, to safely guideus through these new complex problems? After all, false confidence is lurking in thisproblem too, and it’s surely even more difficult to spot amidst all the complexity.
 I’d like to end, just like I began, by quoting from Barnard (1985):
 It seems to be useful for statisticians generally to engage in retrospection atthis time, because there seems now to exist an opportunity for a convergenceof view on the central core of our subject.
 Before having put together the results presented in Balch et al. (2019) and the validinferential model construction in Martin and Liu (2016), I would’ve said that this “con-vergence of view” ship had sailed. The difference is that now we understand what cango wrong in practice with additivity, not just philosophies and generalities, along with anormative approach for the construction of valid inferential models.
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