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i
 Abstract
 Churn prediction is used to identify customers that are becoming less loyal and is an im-portant tool for companies that want to stay competitive in a rapidly growing market. Inretail, a dynamic definition of churn is needed to identify churners correctly. CustomerLifetime Value (CLV) is the monetary value of a customer relationship. No change inCLV for a given customer indicates a decrease in loyalty.
 This thesis proposes a novel approach to churn prediction. The proposed model usesa Recurrent Neural Network to identify churners based on Customer Lifetime Value timeseries regression. The results show that the model performs better than random. Thisthesis also investigated the use of the K-means algorithm as a replacement to a rule-extraction algorithm. The K-means algorithm contributed to a more comprehensive an-alytical context regarding the churn prediction of the proposed model.
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ii
 Sammanfattning
 Illojalitet prediktering används för att identifiera kunder som är påväg att bli mindre lo-jala och är ett hjälpsamt verktyg för att ett företag ska kunna driva en konkurrenskraftigverksamhet. I detaljhandel behöves en dynamisk definition av illojalitet för att korrektkunna identifera illojala kunder. Kundens livstidsvärde är ett mått på monetärt värde aven kundrelation. En avstannad förändring av detta värde indikerar en minskning av kun-dens lojalitet.
 Denna rapport föreslår en ny metod för att utföra illojalitet prediktering. Den före-slagna metoden består av ett återkommande neuralt nätverk som används för att iden-tifiera illojalitet hos kunder genom att prediktera kunders livstidsvärde. Resultaten visaratt den föreslagna modellen presterar bättre jämfört med slumpmässig metod. Rappor-ten undersöker också användningen av en k-medelvärdesalgoritm som ett substitut fören regelextraktionsalgoritm. K-medelsalgoritm bidrog till en mer omfattande analys avillojalitet predikteringen.
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Glossary
 Churner For a company, a churner is a customer that is becoming less loyal. The cus-tomer is considered lost.
 Churn Prediction Churn prediction is a process to identify customers that are prone tochurn.
 CLV Customer Lifetime Value (CLV) is a concept used in marketing to describe the fu-ture value of a customer.
 CRM Customer Relationship Management (CRM) is an data analysis driven approachfor managing customer interaction.
 FNN Feedforward Neural Network (FNN) is the most basic neural network.
 Recency, Frequency, Monetary Recency, Frequency, Monetary (RFM) is a method usedby businesses to analyse customer behaviour and value, by analysing recency ofpurchases, frequency of purchases and amount of purchases.
 RNN Recurrent Neural Network (RNN) is a type of neural network which contain loopsto persist information.
 ROC Receiver Operating Characteristic (ROC) curve is a graph that plot the true posi-tive rate against the false postitive rate in regards to a varying discrimination thresh-old.
 v
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Chapter 1
 Introduction
 The most valuable asset to a company is their customer base [1]. Consequently, Cus-tomer Relationship Management (CRM) is an important task conducted by companies [2].CRM is a strategic approach to customer relationship management that aims to createprofitable, long-term customer relationships through the use of information technology [3,4]. One practice of CRM is customer retention. By identifying and understanding valu-able customer segments, the appropriate marketing strategies can be adopted to boostcustomer satisfaction and maintain customer loyalty, increasing the company’s retentionrate [5]. With a high retention rate, the business is more likely to prosper. The growinginterest for big data mining techniques and the fact that companies often manage a largetransaction database with millions of data points has led to increased attention to usechurn prediction as a means of increasing the customer retention from companies thatseek to gain a competitive advantage. In marketing analytics, the concept of churn pre-diction is to use machine learning and predictive modeling to detect customers who aremost likely to cancel a subscription or stop their purchases in favour for another retailer.These customers are referred to as churners.
 A problem that arises when performing churn prediction is the definition of a churner.Typically, the definition of churn is based on product usage and some customer indepen-dent explicit threshold. Furthermore, the definition of a churner is usually domain spe-cific, often even company specific. In a subscription based service, defining a churner isrelatively easy. For example, when performing churn prediction for a mobile phone ser-vice company, a churner is typically defined as a customer with a cancelled subscription.Van den Poel and Lariviere [6] defined a churner as a bank customer with all accountsclosed. However, the use of an explicit threshold is difficult to apply to a non-contractualsetting. In retailing, customers usually have different behaviours and therefore, each cus-tomer should have a different definition of churn. For retailers, a customer independentdefinition of churn does not reflect reality well.
 In light of this, several papers have investigated the use of Customer Lifetime Value(CLV) as metric for churn. CLV is the monetary value of a customer relationship, basedon the cash inflow and outflow of that customer relationship. CLV is calculated indi-vidually for each customer, which offers a more dynamic approach to the definition ofchurn. Neslin et al. [7] provide a comparison of several churn predictors that use changein CLV as the definition of churn.
 Different machine learning algorithms applied to churn prediction involve classifi-cation trees [8], neural networks [9], SVM [10] and sequential patterns [11]. One rather
 1
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2 CHAPTER 1. INTRODUCTION
 unexplored approach to churn prediction is the use of Recurrent Neural Network (RNN).RNN is a type of neural network that, simply put, has memory capacity. Characteristicsof RNNs which makes them applicable for time series prediction are that RNNs tend tobe robust to temporal noise and are suitable for sequential input [12, 13]. One drawbackof neural networks is that they are considered black box models. The black box issuemakes it difficult to gain any further insight of the function that is being approximatedby a neural network by studying the structure and weights of the network. The blackbox nature becomes critical in the context of analysis, as it is difficult to determine howeach of the input variables contribute to the output of the network.
 1.1 Research Question
 This paper contributes to existing literature by exploring the potential of using RNN forpredicting churn based on CLV time series. For marketing analysts, it is vital to under-stand their customers. In churn prediction, one important aspect is to identify the keydrivers of churn. To overcome the black box drawback of RNNs, the model was used incombination with the K-means algorithm. The K-means was used to perform customersegmentation. The result from the churn prediction was then analysed in the context ofthe clustering labels. If the customer segmentation is meaningful (each segment repre-sents a customer group, like "High spenders"), more conclusions may be drawn from thepredictions, which provide a more comprehensive analytical view of the outcome.
 The following research question is investigated throughout this paper: How does RNNin combination with CLV time series perform when classifying potential churners in a non-contractualsetting? Specifically, how does it perform when compared to randomness?
 This paper also investigates if clustering customers into segments helps to identifycustomer groups that are more likely to churn.
 1.2 Limitations
 The purpose of this paper was not to compare different ways of modeling CLV, or toprovide a new definition of CLV.
 Only one data set was used for the experiments, therefore, conclusions drawn mightonly be applicable to the particular data set.
 K-means was used to cluster customers based on RFM attributes. Other clusteringalgorithms were considered. However, due to a limited time frame, implementing andtesting more than one algorithm was considered out of scope. Only a limited number ofattributes were used for the clustering.
 Only one type of RNN was investigated, the LSTM. The time spent optimising hy-perparameters of the RNN was limited and therefore the RNN might not have been opti-mal.
 1.3 Structure of the Paper
 The rest of this paper is organised as follows: in Chapter 2, the theoretical frameworkof this thesis is presented. Relevant theory is presented in this chapter. In Chapter 3, thechosen method and implementation details are described. In Chapter 4, the result of the
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 conducted case study is presented. In Chapter 5, this thesis is discussed from several as-pects. This thesis concludes in Chapter 6 with a review of the findings and the contribu-tions. Suggestions for future work are also presented in this chapter.
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Chapter 2
 Theoretical Framework
 This chapter presents the relevant theory and intends to motivate why certain methods and conceptswere chosen in favour for others, with respect to limitations, the data set, and the proposed model.
 2.1 Terminology
 A data point refers to a vector that may contain many different attributes.An attribute, or feature, refers to a field in the vector, and for a customer, an attributemay be age or days since last purchase.The dimension of a data point is equal to the number of attributes in the vector.
 2.2 Definition of Churn
 Churn prediction is a process that identifies customers that are prone to churn. To per-form churn prediction, a churned customer has to be defined. When performing churnprediction in, for example, a mobile phone service context, there exist subscriptions, of-ten called a contractual context. In a contractual context, it is relatively easy to define achurner; a customer that has cancelled their subscription. For retailers, there exists nosubscription, making it a non-contractual context. This section discusses the difficulty ofdefining a churner in a non-contractual context.
 Typically, when performing churn prediction in a retail setting, the data set consists oftransaction history and no subscriptions. The challenge with a non-contractual context isthat the predictor needs to differentiate between a customer who has completely stoppedand a customer who is just in the midst of a long gap between transactions. This be-comes troublesome if the definition of churn is explicitly defined, such as "if customerX has not bought anything for 30 days, the customer is churned". A scenario where thiscould go wrong is if customer A usually has 10 purchase occasions a year, and customerB has 100 purchase occasions a year. If a churner is defined as someone with less than 10purchase occasions a year, customer A will be defined as a churner if his purchase occa-sions drop with 1, while customer B is still considered as a loyal customer if his purchaseoccasions go down to 11. Clearly, the loyalty of customer B has dropped significantly, asopposed to customer A.
 To overcome the problem of an explicit definition of churn, Baesens et al. [14] pro-posed a more dynamic approach using a Bayesian network to estimate the slope of the
 4
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CHAPTER 2. THEORETICAL FRAMEWORK 5
 customer life cycle in a non-contractual setting. The lifecycle was based on the past prod-uct purchases of each customer, and a predicted negative slope represented a decrease infuture customer spending. Thus, each customer had a relative definition of churn. Gladyet al. [15] built upon this work. They used CLV as the definition of churn.
 2.3 Customer Lifetime Value
 CLV is a metric used to evaluate customers. For each customer, CLV is the monetaryvalue based on the cash flow associated with that customer relationship. This section ex-plains the difficulties regarding the definition of CLV and how it can be calculated.
 There has been much research on how to properly define CLV, especially the mean-ing of the word "value" [16]. In their overview, Pfeifer et al. [16] begins by defining theterm cash flow. The cash flow of a customer relationship is the accumulated value ofcash inflow and outflow related to that specific customer relationship. The inflow of acustomer relationship could be the money the customer spends in a particular depart-ment, and the outflow could be the total cost of marketing campaigns needed to retainthe customer. By letting the user specify what constitute to the cash flow of a customerrelationship, the definition of CLV can be more relaxed.
 A problem that arises is that the CLV is a current value calculated from the past cashflow of that particular customer. Due to this, CLV has to be properly defined to be incompliance with the fundamental principles of finance, such as the discount rate. Thediscount rate is the interest rate used in discounted cash flow [17]. Pfeifer et al. [16] de-fined CLV as ”.. the present value of future cash flows attributed to the customer rela-tionship”. They argue that by doing so, they are consistent with CLV definitions that ac-count for ”the time value of money”.
 Usually, CLV is modeled as a function of the future contribution and the future cost,such as retention actions and marketing costs. The function can simply be described asfollows:
 CLVi =
 h∑t=1
 future contributionit − future costit(1 + r)t
 (2.1)
 wherei = customer index,t = time index,h = time horizon,r = discount rate.
 However, in the literature, there exists several different methods and approaches formodeling CLV.
 Berger and Nasr [18] proposed an equation for CLV. This equation was based on var-ious assumptions, such as (1) one sale occasion per year and (2) the cash flow per yearof each customer is constant. These assumptions are too restrictive for the setting in thisthesis since members in the data set have several purchase occasions per month, someeven per week. In the same paper, more complex equations were presented, which relaxassumption (1) by considering periods other than one year. However, this model doesnot include the acquisition cost of a member.
 Gupta et al. [19] presented a function for modeling CLV that included the acquisitioncost of a member, estimating it as the total marketing costs divided by the number of
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6 CHAPTER 2. THEORETICAL FRAMEWORK
 acquired customers for that period.Glady et al. [15] proposed an approach to modeling CLV, with application to churn
 prediction, which considered the profits rather than the total cash flow associated withthe customer.
 Finally, for a more detailed overview, Gupta et al. [20] described six approaches formodeling CLV.
 In this thesis, CLV will be a modeled as described by Glady et al. [15], defined byEquation 2.2. Thus, the CLV of the customer i over the time horizon h, for the period t,is the sum of the cash flow CFi,j,t+k, yielded by the transaction of item j among the qitems.
 CLVi,t =
 h∑k=1
 q∑j=1
 1
 (1 + r)kCFi,j,t+k (2.2)
 Glady et al. [15] defined cash flow to account for the cost of retention actions in anon-contractual setting. In so doing, they argue that their model consider customers thatare more profitable to act on. The approach to cash flow in this thesis considers the to-tal cash inflow, rather than the profits. However, Pfeifer et al. [16] argue that if "value inCLV is to match the value in present value, and if the definition of CLV is to be consis-tent with the fundamental principles of finance, then CLV should be the present value ofthe cash inflows and outflows" and not profits.
 The cash flow is defined as a function of the gross price πj and the item usage ofitem j of customer i during period i, φi,j,t:
 CFi,j,t = πjφi,j,t. (2.3)
 By making the gross price πj the actual price that the member paid for an item (item dis-count included), the cash flow is considered to include retention costs to some extent
 Using Equation 2.2 and Equation 2.3, the final definition of the CLV for the customeri at time t over the q item is:
 CLVi,t =
 h∑k=1
 q∑j=1
 1
 (1 + r)kπjφi,j,t+k. (2.4)
 Note that the CLV function does not consider the acquisition cost of each member, as thiscost is not present in the data set. However, including the acquisition cost in the func-tion implicitly models CLV of an as-yet-to-be-acquired customer [20]. Thus, not includingthe acquisition cost of a customer is not considered a limitation, since this thesis aims topredict churn among existing customers.
 2.4 Customer Segmentation by Recency, Frequency, Monetary At-tributes
 The RFM model is a popular approach to customer segmentation that is based on pastbehaviour [21]. The attributes of RFM model can be used to find valuable customer seg-ments, to find trend in spending and to predict future customer behaviour [22]. The seg-mentation based on RFM attributes can also be used by marketers to create marketingcampaigns directed to identified segments.
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CHAPTER 2. THEORETICAL FRAMEWORK 7
 In retail, the three components of RFM are usually defined as (1) Recency - the timepassed since last purchase occasion; (2) Frequency - the number of purchase occasions;(3) Monetary - total amount spent on purchase occasions [23]. There exists slightly dif-ferent definitions of these components as well as extensions. For example, Marcus [24]defines monetary as the average purchase amount per transaction. A common exten-sion is the number of the purchases per product category, which effectively is the sameas grouping the customers according to what they purchase.
 Alternatives to RFM analysis for customer segmentation are CHAID and logic regres-sion [25]. Both methods can be used to create marketing lists, but require customer in-teraction. The marketing lists are created based upon sampling campaigns, where a fewcustomers are selected and based on their response, necessary steps are done to constructthe respective algorithms.
 2.5 Clustering Techniques for Customer Segmentation
 This section aims to introduce common data mining techniques used for customer segmentation.The intention of segmenting customers was to overcome the drawback of RNN being a "black box"model. By finding meaningful clusters, the intention was that analysts might be able to find patternsamong churners and nonchurners.
 2.5.1 Distance Functions
 Clustering involves calculating the similarity of two vectors. The similarity between twovectors, ~x and ~y, is calculated using a distance function d(~x, ~y). In literature, several dif-ferent distance functions have been proposed [26]. This section give a brief introductionto common distance functions.
 For continuous numerical values, the most commonly used distance function is theEuclidean distance, defined in Equation 2.5, which is an application of Minkowski dis-tance. Manhattan distance, is defined as seen in Equation 2.6 and is another applicationof the Minkowski distance.
 dEuclid(~x, ~y) =
 √√√√ n∑i=1
 (~xi − ~yi)2 (2.5)
 dManhattan(~x, ~y) =n∑i=1
 |~xi − ~yi| (2.6)
 For categorical attributes, the most used similarity measure is the Jaccard index [27].Another distance function is the Mahalanobis distance [28], as defined by Equation 2.7.This distance function has been modified to work with mixed variables [29]. The Maha-lanobis distance is more computationally extensive than the Euclidean distance [30].
 dMahalanobis(x, y) =√(~x− ~y)TS−1(~x− ~y) (2.7)
 where S is the covariance matrix between data points.The similarity, or the dissimilarity, between two vectors depend on the variance be-
 tween features in the vectors. Features with larger values impose a higher variance. Nor-malisation methods are used to ensure that different variables are in the same scale prior
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8 CHAPTER 2. THEORETICAL FRAMEWORK
 to clustering, to minimise that some indicators may have too much impact on the clus-tering result. Two of the most common methods for normalisation is the z-score and themin-max value conversion. For attribute x, the min-max approach is defined the follow-ing way:
 xi =xi −min(x)
 max(x)−min(x)(2.8)
 where xi is the normalised value, ranging between 0 and 1, of attribute xi. The calcula-tion of the z-score of a attribute is defined as follows:
 xi =xi −mean(x)
 σ(x)(2.9)
 where the resulting xi have a mean of 0 and a standard deviation of 1.
 2.5.2 Clustering Models
 The goal of a clustering model is, given a set of objects, to find groups in a way suchthat each object in the same group has a high measure of similarity, and the similaritybetween objects in different groups are low.
 Clustering models are one of the most used tools for understanding and interpret-ing data when no prior knowledge of the structure or underlying distribution is present.Clustering models ability to uncover hidden structures in big data, broad range of appli-cation and empirical success are the main reasons for their popularity [31]. Clustering iswidely used in areas such as image segmentation, information retrieval, bioinformaticsand customer segmentation [32]. Clustering has been applied as a method for organisingdata, creating topical hierarchies used to describe and access the data [33, 34], as well asto discover the natural structure of data [35].
 Clustering models may be divided into two broad categories; partitioning and hier-archical. Hierarchical clustering recursively constructs the clusters in either a top-downor a bottom-up way [36]. The top-down approach is also known as divisive hierarchicalclustering. In this method, all data points belong to one cluster, and then the algorithmrecursively splits each cluster into smaller clusters. The bottom-up approach, called ag-glomerative hierarchical clustering, starts with one cluster for each data point and thenrecursively merges pairs of clusters. The decision of which pairs of clusters to merge orsplit is based on a linkage criterion. Single-link and complete-link are the two most pop-ular linkage criterion [32]. For single-link, the distance between two clusters is defined asthe minimum distance between data points in each cluster. The complete-link criteriondefines the distance between two clusters as the maximum distance between data pointsin each cluster. The splitting and merges of the clusters impose a dendrogram like hierar-chy of the clusters (as seen in Figure 2.1), creating multiple partitions. If the final dendro-gram is persisted some way, the clusters can be manipulated. For example, if one clusteris considered meaningless or too small, traverse the dendrogram and choose a differentpartitioning. In a best case scenario, the time complexity of a hierarchical model is O(n2)
 where n is the number of data points, making it impractical for large data sets [36].Partitioning methods start from an initial partitioning. The data points are then relo-
 cated between clusters to minimise some error criterion. In contrast to hierarchical clus-tering, partitioning methods only produce one partitioning of the data points, and usu-ally require the user to specify the number of clusters. The most commonly used parti-
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 a b c d e
 Figure 2.1: Dendrogram representing a hierarchical clustering. All data points started in one cluster, indicatinga top-down approach has been utilised. In this example, applying a cut after the lowest row of the dendrogramwould yield clusters {a,b} {c,d} {e}. Performing a cut after the first row would yield clusters {a,b} {c,d,e}.
 tioning algorithm is K-means [37]. The popularity towards K-means can be explained byits simplicity, its simple implementation and relative efficiency.
 2.5.3 Clustering with K-means
 The K-means algorithm [38–40] is a simple clustering algorithm. As the name implies,the goal of the algorithm is to find K subsets, clusters, of a data set. The clusters are rep-resented by K centroids, which is the mean or weighted average of the data points in thecluster. The problem is to partition the data points in such a way that the squared errorbetween the centroid and the data points in the cluster are optimised. Thus, the ultimategoal of K-means is to minimise the sum of squared errors over all K clusters, which hasbeen shown to be NP-hard [41]. As such, implementations of K-means converge to localoptima. This local search consists of the four steps shown in Figure 2.2. For each iter-
 Create ini-tial K clusters
 Calculate the dis-tance between
 elements and centroid
 Assign elements tothe closest cluster
 Calculate thenew centroidof all clusters
 Fixed centroidsor reached max
 #iterations?Final clustering
 NoYes
 Figure 2.2: Flowchart of the K-means algorithm
 ation, K · n comparisons are needed, where n is the number of data points. The num-ber of iterations needed until the algorithm converge (i.e. no element change cluster) is
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 unknown, but typically a maximum of number iterations, t, is specified. Thus, the timecomplexity of the K-means algorithm is O(knt).
 The K-means algorithm requires the user to specify three parameters. These are theinitialisation of the clusters, the number K and distance function. The initialisation ofclusters could either be fixed or randomly generated. Different initialisations have thepotential to reach different local optima. The most critical parameter is the choice of K.There exist various methods for choosing K, the simplest one being a guess by the user.Other methods employ heuristics [42], while some methods dynamically adjust K duringexecution to find the optimal K [43, 44].
 One drawback of the K-means algorithm is that it does not work with categorical val-ues. Typically, the distance function used to calculate the similarity between data pointsassumes numerical values. Categorical values can be seen as enumerations rather thannumerical values, for which the similarity calculation is undefined. For example, thedistance between "cat" and "dog" or "man" and "woman" is numerically undefined. Itis possible to use binary indicators for categorical values, which is called indicator cod-ing. For n categorical values, n − 1 dummy variables are introduced. The dummy vari-able that corresponds to a category is set to 1 for the records belonging to that category,and the rest is set to 0. The last category is represented by setting all dummy variables to0. This method introduces several attributes which increases the dimensionality of eachrecord, impacting the performance of the K-means algorithm. Also, categorical variablestend to dominate the structure of the final clustering solution, yielding biased solutionsthat overlook patterns in continuous variables, which can be explained by the high vari-ance introduced when using binary indicators [45]. In the literature, there exist severalother extensions to the K-means algorithm for handling categorical values, for exampleby changing distance function [46].
 2.5.4 Clustering Evaluation
 Cluster solutions should be examined and evaluated to assert meaningful clusters, whichis a necessity for a meaningful analysis. The number of clusters and objects assignedto each cluster should be examined. Furthermore, a good cluster solution should havehighly separated clusters where each object is concentrated around their assigned cen-troid. In literature, there exist several methods for this purpose, some of which will bediscussed in the following sections.
 A general measure for clustering evaluation is the sum of squared errors (SSE) asshown in Equation 2.10:
 SSE =
 n∑t=1
 n∑t=1
 dEuclidean(ci, x)2, (2.10)
 where ci is the centroid of cluster i, and x is data point of cluster i. A low total SSE indi-cate that objects are close to their assigned centroid.
 The compactness of clusters can be examined by calculating the standard deviationof each clustering field for each cluster. Typically, all clustering fields should have lowstandard deviation which indicates similar clusters with low dispersion. Furthermore,the maximum Euclidean distance from each centroid represents the cluster radius of eachcluster.
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 The separation of clusters can be evaluated by identifying the minimum distance be-tween cluster centroids. Pair of cluster centroids with a significantly lower distance mayindicate similar clusters that may be merged.
 In retail, clusters may be examined through profiling, by for example attributing theprofile "High spenders" to one cluster, and the "Favours discounted items" profile to an-other cluster. This is done by calculating the means of the clustering fields for each clus-ter. The mean values are then compared to the overall population means and clusteringfields, in an attempt to find clustering fields with mean values of a significant differenceto the overall mean. Deviation from the overall mean may indicate a meaningful cluster.Further investigation may be done through the Student’s t-test, to assure that the differ-ences are statistically significant.
 2.6 Feedforward Neural Network
 The Feedforward Neural Network (FNN) is the most basic artificial neural network. Thenetwork consists of layers of neurons, where each neuron is a node with a complex, non-linear mapping function. The layers are organised as seen in Figure 2.3: the input layer,one or more hidden layers, and an output layer. A neural network can be many-to-many,one-to-many or many-to-one. The input layer contains the input, often called predictorvariables in the context of classification.
 Input #1
 Input #2
 Input #3
 Input #4
 Output
 Hiddenlayer
 Inputlayer
 Outputlayer
 Figure 2.3: ANN with one hidden layer
 The network is trained in an iterative manner to estimate the weights of the map-ping functions in each node that connect the predictor variables to the output layer. Thenetwork is presented with the input series that contain the observed predictor variables,which are propagated forward in the network to the output layer where the networkproduces an output. To get a more accurate prediction, a gradient-based technique calledbackpropagation is used. The observed errors, calculated using a loss function that com-pares the output of the network with the expected output, are propagated backward inthe network and used to adjust and optimise the weights of the mapping function ofeach neuron. This way, the network learns which predictor variables contribute to thecorrect output.
 Neural networks are considered as black box models as they do not provide any di-rect explanation of the predictions made. In literature, several rule-extraction algorithms
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 have been developed to uncover the decisions made by a model [47]. Rule-extraction al-gorithms are only capable representing decisions made in terms of the input features tothe neural network. Thus, all the features of significance have to be included as input tothe neural network, increasing the computational needs.
 2.7 Recurrent Neural Network
 For years, RNN was considered difficult to train [13]. However, in the past few years,progress has been made, and RNNs have proven to be suitable for classification and gen-erating sequences in domains such as natural language processing [48], speech recogni-tion [49] and computer vision [50].
 The RNN is a method of applying FNN. The RNN differs from the FNN in the as-pect that the RNN contains loops. Whereas the FNN only consider the input at everytimestep, the loops in the RNN allow information to be passed from one timestep to thenext. This allows information to persist.
 The loop in the RNN can be seen as a sequence of multiple copies of the same feed-forward neural network, unfolded through time, as seen in Figure 2.4. Each neural net-work represents a timestep of the input. Because of this, RNNs are especially applicableto sequences and time series.
 The training procedure of RNN is called Backpropagation Through Time (BPTT) [51].This gradient-based technique is an extension of the backpropagation used for FNNs, ad-justed to account for the addition of timesteps. However, early adoptions of the RNNsuffered from the vanishing gradient problem. The weights of the mapping function ineach node is updated based on the gradient. Because of the many stages of multiplica-tions that happen in a sequence of multiple neural networks, the derivatives calculatedby the BPTT can be very small. This can lead to vanishing gradients too small for theRNN to learn.
 The Long Short-Term Memory variant of the RNN was proposed by Hochreiter andSchmidhuber [52] as a solution to the vanishing gradient problem. The LSTM is the mostused variant of the RNN. Most notable applications of RNNs are achieved using theLSTM [53]. The LSTM includes a memory cell, which allows the network to rememberthrough timesteps. The state of the cell is regulated by three gates, each with its set ofweights. The input pass through each of the gates. The input gate decides if informationshould be written to the cell. The output gate decides if information should be read. Theforget gate allows the cell to reset its state. The weights of each gate are adjusted by theBPTT algorithm. To preserve a constant error, which is essential for the BPTT to avoidvanishing gradients, the new cell state is decided by adding the current state with thenew input instead of using multiplication. The output is then calculated based on thenew cell state.
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 ht−1
 ANN
 xt−1
 ht
 ANN
 xt
 ht+1
 ANN
 xt+1
 . . . . . .
 Figure 2.4: RNN represented as multiple FNNs
 For more detailed discussions on the complexity of training and using RNNs, checkthe recommended papers [54, 13].
 2.8 Techniques for Churn Prediction
 Upon deciding CLV as the metric for churn, two approaches can be applied for identifying churners.This section gives a brief introduction to various techniques for CLV prediction. In both approaches,the input to the classifier is the same, namely CLV. The input may be be extended with other at-tributes, such as the RFM attributes.
 2.8.1 Classification Model
 The first approach is to train the predictive model as a classification model. Either a bi-nary classifier or a probabilistic classifier can be used. For a given customer, the outputof a binary classifier is whether that customer will stay or not, and for a probabilisticclassifier, the output is the probability of whether that customer will stay. A probabilisticclassifier can be converted into a binary classifier by introducing a threshold. One draw-back of using a classification model for churn prediction is the class imbalance prob-lem [55]. When one class is dominating the data set, which is the case when perform-ing churn prediction, the training of the classification model becomes troublesome. Themodel is easily overfitted and almost all examples is classified as belonging to the domi-nating class.
 2.8.2 Regression Model
 The second approach is to let the model predict future CLV for each customer, referredto as a regression model. In this approach, the model is trained to predict a future con-tinuous value based on previous values. Then, the continuous output can be handledthe following way to perform churn prediction: Given the predicted CLV value at timet+1, divide it with the actual CLV value at time t, which gives the predicted change inCLV. The customers with no predicted change in CLV are then classified as churners.This way, the regression model is converted into a binary classifier. The performance ofthe model can be evaluated by comparing the predicted churners to the actual churners.In literature, there exist several different models for predicting future CLV.
 Etzion et al. [56] proposed a model, based on Markov Chains, for predicting CLV.Specifically, the predictions were based on RFM attributes. The paper described a case
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 study which showed that the proposed model performs well when predicting futureCLV.
 In contrast, Malthouse and Blattberg [57] developed regression and neural networkmodels for predicting CLV based on RFM attributes. Their result was not satisfactory,and they claim that "historical value is not a very accurate predictor of future value".They argue that of the top 20% customers, 55% will be misclassified and not retrieve spe-cial treatment.
 RNNs has been applied in many areas to perform time series prediction, such as fi-nancial forecasting [58] and electricity demand forecasting [59]. A time series is a se-quence of data points ordered in time. As CLV is easily converted to time series, RNNis applicable in the context of churn prediction.
 In the literature, RNN has not been used in combination with CLV time series.
 2.8.3 Evaluating Binary Classifiers
 If the accuracy of the predictions is low, conclusions drawn from the analysis is rendereduseless. Several metrics can be used to evaluate the accuracy of a classifier. The rest ofthis section give a brief introduction to metrics commonly used to evaluate binary classi-fiers in a churn prediction context [8, 10, 60]. One class is labelled as positive (a churner)and the other one is labelled as negative (a non churner).
 Precision
 Precision is the fraction of actual churning customers among the customers classified assuch.
 precision =true positives
 true positives ∩ false positives(2.11)
 Recall
 Recall, also referred to as sensitivity in a classification context, measures the fraction ofthe churning customers that are correctly identified as such.
 recall =true positives
 true positives ∩ false negatives(2.12)
 Receiver Operating Characteristic Curve
 Receiver Operating Characteristic (ROC) is a plot that represents the performance of aprobabilistic or a threshold based classifier turned into a binary classifier for a varyingdiscrimination threshold. The ROC curve is defined by plotting the precision against therecall at different discrimination thresholds. This is useful when evaluating a classifierin the context of churn. If the result of the classifier is used to compile lists for targetedmarketing campaigns, inspection of the graph will reveal how many of the potentialchurners that would be included for a given threshold. By increasing the threshold (as-suming a non-perfect classifier was used to assign the probability to churn, where a per-fect classifier would assign the highest probability to all actual churners), more potentialchurners will be targeted but will also lead to more false positives. Thus, the graph canbe used to choose an appropriate threshold.
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 The area under the ROC curve is also commonly used to compare the performanceof different classifiers. It represents the likelihood that the probability assigned to a ran-domly selected churner is higher than the probability assigned to a randomly selectednon-churner.
 The cumulative gain and cumulative lift table (gain and lift table) can be derivedfrom the area under the ROC curve. To construct a gain and lift table, the customersare split into deciles. The 10% of the customers with the highest churn propensities ispresent in decile 1. Decile 2 has the next 10% of the customers ordered by the churnpropensities in descending order. The cumulative gain represents the percentage of churn-ers that are included up to a given decile i:
 cumulative gain = 100 ∗∑
 i citotal number of churners
 (2.13)
 whereci = number of churners in decile i.
 It can be used to determine how many of the total customers a campaign has to target toinclude a certain percentage of the churners.
 The cumulative lift, Equation 2.14, is calculated as the ratio between how many churn-ers a classifier includes compared to a random sampling:
 cumulative lift =
 ∑i ci∑i ni
 C/N(2.14)
 whereci = number of churners in decile i,ni = total number of observations in decile i,C = total number of churners,N = total number of observations.
 A random sampling of the customers is, given that 10% of the customers are targeted atrandom, it will contain 10% of the customers.
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Chapter 3
 Method
 In this chapter, the chosen method is described. The data set used for the experiments is also de-scribed.
 3.1 Data Set
 The data set used in this study consisted of member data provided by a retail companyand was collected through a customer loyalty program in a non-contractual setting. Allthe data was encrypted and anonymised by a third party, Omegapoint. The data set con-tained purchase history and the demographic information of each member. Each pur-chase occasion was either made online or in a physical store. Specifically, the data of2,097,323 members were extracted from a three-year-long period spanning from January2013 to January 2016. For a detailed description of the data set, see Appendix A.
 3.2 Proposed model
 The proposed prediction model was a Recurrent Neural Network, which was trained topredict CLV time series. Prior to prediction, the preprocessed data set was clustered us-ing K-means. The process was divided into three steps: data preparation, clustering, andchurn prediction.
 MemberInformation
 ActivityInformation
 Data Preparation
 Cleaning
 Feature En-gineering
 Clustering
 ClusterEvaluation
 Churn Prediction
 CLVPredictionusing RNN
 ChurnEvaluation
 Figure 3.1: Flowchart of the proposed model
 16
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 3.3 Data Preparation
 The data preparation phase was done in two steps. In the cleaning step, some memberswere disregarded as unfit for the proposed method. The feature engineering step com-puted RFM features for the remaining members.
 3.3.1 Cleaning
 Members were removed according to two criteria. The first criterion removed memberswith less than six purchase occasions over the period spanned by the data set. Thesemembers are considered outliers. Outliers could potentially contain valuable informa-tion and should be investigated carefully. Investigations conducted by the company own-ing the data set has shown that their behaviour could be explained by the fact that somemembers only make purchases before Christmas or during Black Friday. This behaviourwas not considered loyal in the first place, and as such was considered to be out of thescope of this analysis. Besides, the input for the RNN of these members would consistof too few data points, which would add no valuable information. Thus, these outlierswere disregarded as data noise. The second criterion removed members that registeredafter the first six months of the data set, as this implied a new member, and only existingmembers were considered.
 The cleaning was done for two reasons, the first being from an analytical aspect asexplained above. Also, the complexity of the clustering and the RNN is linear to thenumber of members. After the cleaning had been applied, roughly 65% of the memberswere disabled, which reduced the computational need for the upcoming, more computa-tional expensive, steps.
 3.3.2 Feature Engineering
 Using the purchase history, seven continuous RFM attributes were computed for eachmember (Table 3.1). Additionally, the days since registration for each member was ex-tracted from the demographic information. Purchases per category and per location weredisregarded. The addition of these attributes were considered unfeasible, as this wouldincrease the dimensionality of the feature space, thus increasing the execution time andmemory usage of the application.
 Table 3.1: Table of RFM attributes calculated for each member
 RFM Attribute Mean Standard DeviationDays Since Last Purchase 0.1007 0.1162Average Time Between Purchases 0.4458 0.2707Total Amount 0.0286 0.0143Total Discount 0.0149 0.0192Total Amount Spent In Web Shop 0.0193 0.0685Days Since Registration 0.8133 0.1622Total Orders 0.0214 0.0258
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 3.4 Clustering
 In this thesis, the goal of the clustering was to group a large set of customers accordingto similar behaviour. Due to hierarchical model’s inability to scale well and K-means be-ing more feasible and easier to implement, the chosen clustering algorithm was K-means.
 The clustering was done on the previously computed RFM attributes shown in Ta-ble 3.1. The RFM attributes were normalised using the min-max method (Equation 2.8).The Euclidean distance was the chosen distance function, which is most common for K-means. Thus, the clustering was restricted to continuous values, and the discrete vari-ables in the data set was disregarded. It should be noted that there were few categor-ical variables present in the data set that was considered useful for analysis. The mostobvious one was gender. However, the variance of gender in the data set was low, andwould add no further information for the clustering process.
 The K-means process was repeated until it converged to local optima. Then, eachmember was labelled as belonging to one of the K clusters and persisted to the database.By randomising the centroid starts, the clustering was done in 10 iterations. This wasdone to overcome K-means being a local search algorithm. The values 5, 10, 15 and 20for K were investigated. For each K, the cluster solution with the lowest sum of squarederrors were further investigated. The cluster solutions were evaluated by constructingprofiling tables.
 The reason for the clustering was to uncover the black box issue of the RNN withoutthe need of a rule-extraction algorithm. A rule-extraction algorithm would require theinput to the RNN to be all of the features of interest, namely the RFM attributes, increas-ing the computational resources needed for the RNN. Thus, the intention of using theK-means was to be able to use the clustering labels from the clustering combined withthe output of the RNN to analyse the members without adding significant computation.
 3.5 Churn Prediction
 3.5.1 CLV Calculation and Churn Labelling
 CLV was computed for each member, according to the CLV definition (Equation 2.4) inSection 2.2. Discount rate r was set according to the Swedish Riksbank reference rate,which was 0 in the end of 2016. Therefore, the discount rate was set to the interest rateof SEK, even though purchases had been made in Euro and NOK. However, a morecomplex discount rate was considered out of scope for this thesis. The period t was setto each month during the time horizon h of three years. Thus, the CLV calculation re-sulted in CLV time series of length 36 for each member. Based on the last six months, amember was labelled as either a churner or a nonchurner. If the CLV at time step 30 wasequal to the CLV at timestep 36, the member was considered churned. 29,597 memberswere labelled as actual churners, which corresponded to 4% of all the members.
 Table 3.2: Customer Lifetime Valuedistribution
 Mean Standard deviation
 CLV 5,594 6,408
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 3.5.2 CLV Time Series Prediction using RNN
 The input sequence to the RNN was the CLV time series of each member. The outputsequence was the same length shifted forward by one time step. Thus, the RNN wastrained to predict the CLV value for the next time step. The time series were dividedinto three sets, as shown in Figure 3.2. The training set consisted of time steps 1 to 24.The validate set consisted of time steps 24 to 30 and was used to evaluate the training.The last six time steps were never presented as input to the RNN. These time steps areincluded in the test set and were used to evaluate the predictions.
 The model was used to predict the CLV of each customer every 30 days for 180 daysin the future. It should be noted that prior to applying a certain configuration of theRNN to the full data set, sanity checks were performed. The sanity check procedure wasto overfit the network on a tiny subset of the data of 100 members.
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 Figure 3.2: The partition of an example CLV time series.
 3.5.3 Churn Evaluation
 The output of the RNN was the predicted CLV xt of each member for the time steps 30to 36. To identify predicted churners, the predicted value xt=36 was compared with theactual CLV value at time t = 30. The ratio xt=36
 xt=30was then treated as the predicted change
 in CLV. A varied discrimination threshold was used to label members as either churnersor nonchurners. Members with a predicted CLV change lower than the threshold waslabelled as a churner.
 The first aspect is how well it performed in labelling churners. This was evaluated bythe gain and lift table for a varying discrimination threshold. The second aspect was themeasure of the spread of the predicted values. Specifically, the mean and the standarddeviation of the predicted values were examined, as well as the maximum value and theminimum value. The measure of spread of the predicted values should be close to theoriginal values.
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 3.6 Technical Implementation Details
 3.6.1 Application Overview
 The application was implemented using Java. The main framework was SpringBoot [61].SpringBoot was used to create a stand-alone web app, used to trigger the different com-ponents in the model. The Hibernate API [62] was used for creating the database archi-tecture, which allowed for easy expansion of member info, such as adding or removingone RFM attribute. It also handled the connection and queries to the database that storesthe member data. A PostgreSQL database was used.
 3.6.2 K-means algorithm
 The K-means algorithm was a modified version of the one present in the open-sourcedata mining library called SPMF [63]. Trove4J [64] was used to improve the performanceof the K-means algorithm.
 3.6.3 Recurrent Neural Network
 The RNN was implemented in Java using DeepLearning4J, an open-source library thatprovides distributed deep learning for Java [65]. Due to a limited time frame, the initialhyperparameters were based on recommendations in [13, 54]. The final hyperparameterconfiguration that was used is shown in Table 3.3.
 Table 3.3: Hyperparameter configuration pro-posed Model
 Hyperparameter Value
 Updater Nesterovs, momentum 0.8Learning rate 0.001Activation Function ReLURecurrent Connections 15Stacked RNNs 1
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Chapter 4
 Results
 The results of the experiments are presented in this chapter. First, the result of the clustering is pre-sented. Then, the result of the churn prediction is shown. Finally, the churn prediction is evaluatedin regards to a clustering solution.
 4.1 Clustering
 In Table 4.1, average run time and sum of squared errors (SSE) statistics is shown whenthe K-means algorithm was performed using different K.
 Table 4.1: Table over K-means runs. 9 iterations foreach K was done.
 K Average Run Time (min) SSE Mean SSE Best
 5 19 28,434 24,18910 24 21,218 16,69515 31 17,859 14,51120 36 16,758 12,744
 The clustering solutions with the lowest SSE (SSE best in Table 4.1 for each K wasfurther evaluated. Table 4.2 shows the mean of the RFM attributes for each cluster whencompared to the overall mean for K=10. In this table, a high value for days since regis-tration indicates a new member. A lower value for average time between purchases indi-cates less days between purchases. A lower value for days since last purchases indicatesless days since last purchase. Observing the table, some behaviour groups can be iden-tified. For example, members of cluster 2 is frequent online shoppers, while members ofcluster 8 spend around the same total amount, but in comparison, is more frequent inphysical stores. Clusters 7 and 8 consist of very similar RFM attributes. However, mem-bers of cluster 7 was registered more recently.
 The profiling tables for other K values is found in Appendix C.1.
 21
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 Table 4.2: Table over the clustering fields compared to overall mean, K=10
 MembersTotal
 AmountTotal
 DiscountTotal
 OrdersDays Since
 Last PurchaseDays Since
 RegistrationAverage Time
 Between PurchasesTotal Amount
 Web Shop
 Cluster 1 100,738 71% 67% 8% 97% 112% 192% 48%Cluster 2 15,023 158% 192% 181% 51% 103% 53% 1,950%Cluster 3 28,611 69% 67% 8% 162% 29% 190% 29%Cluster 4 117,215 79% 73% 35% 103% 111% 120% 50%Cluster 5 0 0 0 0 0 0 0 0Cluster 6 140,193 94% 86% 82% 84% 110% 74% 53%Cluster 7 88,645 134% 148% 213% 42% 68% 42% 92%Cluster 8 138,910 142% 147% 228% 36% 107% 37% 88%Cluster 9 48,598 70% 69% 12% 396% 110% 181% 43%Cluster 10 56,522 81% 78% 50% 116% 70% 103% 46%Overall 734,490 0.0286 0.0149 0.0214 0.1007 0.8133 0.4458 0.0193
 4.2 Recurrent Neural Network Performance
 In this section, the result of the churn prediction is presented. Specifically, the perfor-mance of the RNN that performed best according to the evaluation criterion is presented.The evaluation of the other configurations is found in Appendix D.2.
 In Table 4.3, the gain and lift for each decile are shown. One decile comprises of 73,490members. In the top decile, the predictor identified 223% more churners when comparedto random. Specifically, 25,840 of the churners were identified in the top decile.
 In Table 4.4, the statistical results of the regression are shown, calculated at month 36over the 734,490 members. Note that the absolute mean and standard deviation is closeto the original distribution of the CLV (Table 3.2). Other configurations managed to getbetter prediction accuracy (gain and lift), but less spread in the predicted values.
 Table 4.3: Gain and lift table
 Decile Gain (%) Lift (%)
 1 22.26 2232 39.33 1973 54.28 1814 66.93 1675 77.08 1546 85.13 1427 90.99 1308 95.08 1199 97.85 109
 10 100.00 100
 Table 4.4: Prediction statistics
 Max Min Mean σ
 225,748 -6,152 -816 4,975
 In Figure 4.1, a graphical plot representing the gain when compared to random isshown. The closer the predicted curve is to the upper left corner of the graph, the bet-ter.
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 Figure 4.1: Gain chart for the proposed model
 4.3 Combined Clustering and Churn Prediction
 This section presents the results when the K-means algorithm, for K=10, was combinedwith the results of the churn prediction. K=10 was chosen after comparing profiling ta-bles for different K values. In Table 4.5 and Table 4.6, cluster 5 is excluded because nomembers were assigned to this cluster by the K-means algorithm.
 Table 4.5: Identified actual churners per decile for each cluster
 Decile Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 6 Cluster 7 Cluster 8 Cluster 9 Cluster 10
 1 4,806 0 4,252 1,660 123 2 0 14,197 8002 2,735 0 2,315 2,810 442 5 0 10,112 1,3913 1,773 2 1,405 3,290 942 26 6 8,199 1,7084 1,153 1 844 3,118 1,522 54 7 6,133 1,8605 664 10 435 2,668 1,920 72 24 4,322 1,6486 350 29 225 2,153 2,241 175 56 2,736 1,3787 172 81 104 1,484 2,174 232 99 1,494 9638 90 103 51 876 1,825 241 173 825 5689 24 144 28 433 1,453 215 235 367 31110 11 193 10 178 1,048 233 460 213 152
 In Table 4.5, the actual churners per decile are shown, grouped by assigned clusterand ordered by highest churn propensity according to the output of the RNN. Mem-
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 Table 4.6: Nonchurners per decile for each cluster
 Decile Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 6 Cluster 7 Cluster 8 Cluster 9 Cluster 10
 1 28,906 2 7,616 7,682 739 46 19 0 2,5992 22,643 2 5,039 16,002 3,722 298 87 0 5,8463 15,974 26 2,955 19,127 9,042 949 398 0 7,6274 10,237 99 1,777 18,356 16,028 2,464 1,526 0 8,2705 6,034 363 878 15,353 21,793 4,970 4,499 0 7,7816 3,057 847 407 10,930 24,074 8,363 10,250 0 6,1787 1,360 1,673 173 6,432 22,227 12,312 18,378 0 4,0918 530 2,505 67 3,152 16,281 15,936 28,050 0 2,1769 179 3,701 23 1,187 9,248 19,351 35,662 0 888
 10 52 5,242 9 324 3,349 22,707 38,981 0 287
 bers of clusters with low total orders mean and more days since last purchase (clusters1, 3 and 9) tend to dominate the first number of deciles. The RNN failed to identify ac-tual churners from clusters 2, 7 and 8. These clusters are characterised by a high totalorders mean, a high total amount and discount mean, and a low average time betweenpurchases.
 In Table 4.6, the number of nonchurners per decile is shown, grouped by assignedcluster and ordered by highest churn propensity. The trends found in this table are con-sistent with the trends found in Table 4.5. The members of cluster 1 and 3 tend to domi-nate the first deciles, while members of clusters 2, 7, 8 tend to dominate the later deciles.
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Chapter 5
 Discussion
 In this section, the thesis is discussed from several perspectives. The expected and unexpected con-sequences of working with a large data set are discussed in this chapter. The chosen method is re-viewed, and finally, the ethical aspects are discussed.
 5.1 Working with Large Data Sets
 The data set included over 2 million members and tens of millions transactions. Thus, itwas expected to be a time-consuming and compute-intensive task to perform the exper-iments. The first apparent obstacle was the amount of RAM required to keep all mem-bers in memory at the same time. Therefore, all components were designed to processbatches. The size of the batches was set to 30,000, mainly because of a limit of the Post-greSQL JDBC driver, which restrict the number of parameters in a query to a 2-byte inte-ger (32,767). The rest of this chapter discuss component-specific issues and solutions.
 The reason for the optimisations was to achieve reasonable execution time when theexperiments were performed, not to create a state-of-the-art application. Without the op-timisations, the experiments were considered unfeasible due to the time frame of thisthesis. Therefore, the optimisations might not have been optimal.
 5.1.1 PostgreSQL Database
 All the pre-processing and the preparation of the RFM attributes were calculated issuingdatabase queries. The first naive approach was to use the PostgresSQL database as setupby the Amazon RDS. Initially, calculating the number of total orders for members took 37hours. Note that this time was for one batch of 30,000 members on a server with 16GB ofRAM and four cores. Also, persisting members were a very time-consuming task. Severaloptimisations were introduced iteratively to reduce this time:
 • Appropriate indexes
 • Optimised queries
 • PostgreSQL configuration parameters (see Appendix B.1)
 • Bulk Updates
 • Disabled Hibernate Cache
 25
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26 CHAPTER 5. DISCUSSION
 In the final solution, the pre-processing of all the 2 million members were done inunder 20 minutes.
 5.1.2 K-means Algorithm
 The K-means algorithm was modified to be efficient when applied to a large data set.The clustering algorithm was designed to process 30,000 members at a time. Anothermajor difference was that the cluster class was optimised not to store the full memberinstances. Instead, it just stored the member keys of the members in the cluster, lower-ing the amount of RAM required. Trove4J’s THashSet was used for this purpose. Usingthis approach, the algorithm would be required to iterate over all member keys in thecluster and fetch the rows containing the RFM attribute when recomputing the clustermean. However, the SPMF implementation of the K-means algorithm was already modi-fied to efficiently recompute the mean for each cluster. In addition to the HashSet storingthe member keys of the members present in the cluster, an array of doubles was added.Upon adding a new member vector to a cluster, the RFM attributes were added to thearray. When recomputing the mean, each of the values in the vector was divided by thenumber of members assigned to the cluster.
 5.1.3 Training and Tuning a Recurrent Neural Network
 DeepLearning4J offers highly modifiable neural networks. The RNN used the CUDAbackend provided by the library. The training and testing were done on an Amazon EC2p2.xlarge instance. The p2.xlarge instance offers one Tesla K80, four virtual CPUs and62GB of RAM. Despite this, running the experiments took several hours. Therefore, mostof the settings of the RNN were set according to recommendations in [13, 54]. The fol-lowing hyperparameters were experimented with:
 • Learning rate
 • Stochastic Gradient Descent updater
 • Number of hidden nodes
 • Activation function
 • Depth of the network (number of stacked LSTMs)
 The optimisation of the hyperparameters was a time-consuming task. Configurationsthat showed promising validation performance were trained for 48 to 72 hours. It shouldbe noted that the RNN used in the experiments might not have been optimal. See Ap-pendix D.1 for different configurations that was investigated.
 5.2 Discussion of Churn Prediction and Churn Labelling
 The testing was designed to be analogue with a real world situation. That is, the predic-tor was trained on all members for a given time period to predict the following months.Thus, cross validation could not be applied. However, to really evaluate a churn pre-dictor it should be tested in a real world situation, why this was the chosen evaluationmethod. Also, an RNN is more applicable to sequences, in this case time series. When
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 presented with a time series, the internal state of the RNN is stored for this particularmember, and the next months are predicted based on the stored state. This characteristicof RNN would not be fully utilised if cross validation was used.
 Furthermore, it should be noted that the training of an RNN and using it for predic-tion is time-consuming tasks. Therefore, this approach is only applicable in a real worldsituation where a marketing campaign list has to be compiled every 15 or 30 days and isless applicable in a real-time application. However, the state of the RNN can be saved,which would allow for on-demand predictions and further training when new data isavailable.
 In retail, the shopping behaviour is regarded as recurrent on a yearly basis, influ-enced by seasonal events, such as clearance sales. Some members in the data set mightonly purchase before Christmas or during some particular sale. Therefore, it might be ar-gued that a member should be labelled as either a churner or nonchurner based on oneyear of purchase history. However, as members who had fewer than six purchase occa-sions were disregarded in this thesis, the expected average time between purchases isless or equal to six months. Furthermore, it should be noted that the half year of dataused for churn labelling included Christmas.
 5.3 Discussion of Churn Prediction Evaluation
 The churn prediction was evaluated according to two aspects, namely accuracy in churnprediction and the measure of spread of the predicted regression values. As the actualCLV had a deviation of 6,408, a model with significantly lower deviation was disregardedregardless of accuracy in churn prediction. The regression performance of such a modelwas considered unreliable. The accuracy of the churn prediction, the percentage of cor-rectly classified churners for a given threshold, could be high even if the measure ofspread of the predicted values was low. The problem with a low spread is if all membershave a predicted CLV value close to x, and this particular value x results in a CLV ratiofor members such that the labelled churners get the lowest CLV ratio, the model seemsto perform well when in fact it fails to identify the trend. Therefore, an RNN configura-tion that results in a higher spread of the predicted regression values is more preferable.If the measure of spread is high, i.e. close to the actual deviation and mean, and the ac-curacy is high, it indicates the RNN managed to identify the trend among members.
 5.4 Discussion of Combined Clustering and Churn Prediction
 The combination of the clustering and the churn prediction showed that the proposedmodel was able to identify the different trends of the members. However, what can bederived from Table 4.5 and Table 4.6 is that the RNN failed to identify members in acertain cluster that deviate from the particular trend. This could be explained by thefact that the members with high RFM attributes are considered loyal members and onlya few of them were found to be churners. Therefore, members with similar trend aretreated the same way by the RNN. The dominating number of nonchurners of these par-ticular clusters suppress the signals of the actual churners. This is problematic because itleads to a class imbalance problem for a specific cluster with a dominating trend, whichfrom now on is referred to as a trend group. If this trend group is considered to be aloyal group, it is expected to consists of a low amount of churners. To further enhance
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 the performance of the proposed model, the deviations from the trend should be care-fully considered. This could be done by training a model for a particular trend groupwith the class imbalance problem taken into consideration, e.g. performing sampling ofthe churners in the data preparation phase.
 5.5 Ethical Aspects
 There are several ethical aspects that should be considered when performing churn pre-diction. Churn prediction depends on companies collecting customer data. The data isthen used to perform prediction that can help companies to launch targeted marketingcampaigns or identify risk groups. This data is valuable for companies, but it is alsovaluable for surveillance apparatuses. These apparatuses could use the data to track in-dividuals, potentially threatening civil liberty. It is therefore important that companiesprevent the data from falling into the wrong hands. The data set used in this study wasencrypted with SHA-256 and therefore anonymised, which limit the risk of potentialharm. Also, scientists publishing papers should be aware that a robust prediction algo-rithm could be used by such apparatuses.
 Furthermore, it could be argued that churn prediction can harm an economically andecologically sustainable development, as the ultimate goal is to ensure that a companykeeps customers, whom in turn will keep purchasing products. Thus, it can be seen asif churn prediction encourage to a growing consumer economy, leading to more wastethat potentially harm ecological sustainability. This is true to some extent, but as churnprediction is a tool to prevent customers from changing point of purchase, i.e. purchaseproducts from a competitor, it does not increase the amount of consuming, rather it triesto concentrate customers to a specific company. However, an already established com-pany with a large budget could potentially spend more resources on churn prediction,which could make it difficult for new companies to enter the market, discouraging a freemarket.
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Chapter 6
 Conclusion
 Churn prediction is an important tool for companies to stay competitive in a rapidlygrowing market. In retail, a dynamic definition of churn is needed to identify churnerscorrectly.
 This thesis investigated the possibility of combining RNN with CLV time series pre-diction, a novel approach to churn prediction. The experimental results show that theproposed model performed better than random when predicting churners. It was foundthat even though the regression accuracy was low, the RNN was capable of identify-ing trend among all members, which is key when predicting churn. These results indi-cate the RNN trained to perform CLV time series prediction is a promising approach forchurn prediction. The hyperparameter optimisation procedure was not exhaustive, andfurther optimisation may be worthwhile as it could potentially improve the performanceof the RNN. However, it should be noted that while the proposed model managed toidentify trends, it struggled to identify members that are prone to deviate from the par-ticular trend of its assigned trend group. This concludes that the proposed model wassensitive to the class imbalance problem.
 It was also proposed that the K-means algorithm could be used to conduct a morecomprehensive analysis of the predicted churners. The K-means algorithm gave promis-ing and meaningful clusters, which concludes that there was patterns to be distinguishedin the data set. Due to a limited time frame, only one clustering solution was investi-gated. The results of the evaluation show that K-means is applicable for further investi-gating the output of the churn prediction without the need of a rule-extraction algorithm,resulting in a shorter execution time and a more simple implementation.
 6.1 Future work
 There are several potential approaches of how to apply RNN in combination with theCLV based definition of churn.
 Classification. Rather than using the RNN to predict future CLV values and then in-directly classify churners, it would be interesting to investigate the potential of using theRNN to perform classification directly. This approach would not restrict the RNN thesame way regression did, namely one-to-one or many-to-many prediction, which wouldallow for more input data and less uncertainty. One possible setup for this kind of ex-periment could be: given x months of data, use x − t months for the training set andvalidation set, where t is the prediction time frame. For example, use t = 3 to train the
 29
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 RNN to predict churners 3 months ahead. Based on the CLV definition of churn, use thelast t months to label members as churners or nonchurners, which will be the target forthe training and validation set.
 One predictor per cluster. The K-means algorithm analysis conducted in this thesisindicated that the RNN was capable of identifying trends, but failed to predict devia-tions from the trend. This was discussed, and it was suggested that the cause of this wasclass imbalance problems for certain trend groups. Therefore, it may be worthwhile toinvestigate the potential of training one RNN predictor per cluster, rather than traininga one-size-fits-all model. The data preparation should also consider the class imbalanceproblem.
 Ensemble learning. Given a meaningful clustering solution of K clusters, it could beworthwhile to investigate the performance of averaging the output of K different RNNstrained separately on each cluster. Ensemble learning could provide for easier trainingof the K distinct networks and better generalisation. This approach could be applied forboth time series prediction and classification.
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Appendix A
 Data Set
 The data persisted in the database.Members were disabled during the cleaning step of the proposed model. Members
 disabled due to registered later than 2013 was 1,128,947. 233,886 of the remaining mem-bers had fewer than six purchase occasions in total and were disabled. Thus, the experi-ments were done on 734,490 members, about 35% of the initial amount of members.
 A.1 Member Related Information
 Table A.1: Field name and description of the member data
 Field name Field description
 member_ID Unique identifier of the membergender The member’s genderage The member’s agecountry Home countryregion Home regionregistrationDate The date of when member registeredcluster The number of the cluster assigned to this member
 A.2 Transaction History Related Information
 The currency was different for some transactions, with payments made in SEK, NOK,and EURO. The currency was converted to the same (SEK), which was done by usingthe rounded average value of the respective currencies (1 EURO = 9 SEK. 1 NOK = 1.00SEK) during the period for transactions. NOK was considered the same value as SEKbecause of minimal difference in currency.
 Table A.2: Field name and description of the transaction history data
 Field name Field description
 transaction_ID Unique identifier for each transactionbusinessDate Timestamp of when the transaction occurredmember_ID Unique identifier of the member associated with the transactionitem_code The universal product code of the purchased itemstore_code identifier of the customer associated with the transactiondiscount The amount discounted
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Appendix B
 Experimental Setup
 B.1 PostgreSQL Database Configuration Parameters
 Several of the parameters in the database were altered, presented in Table B.1.
 Table B.1: The PostgreSQL parametersusing Amazon RDS instance db.m4.xlarge
 Parameter Value
 maintenance_work_mem 500MBwork_mem 32MBautovacuum_max_workers 20autovacuum_analyze_threshold 5,000autovacuum_analyze_scale_factor 0autovacuum_vacuum_threshold 5,000autovacuum_vacuum_scale_factor 0max_parallel_workers_per_gather 10default_statistic_target 2,000msrandom_page_cost 2
 In addition to these settings, all tables were created using the UNLOGGED flag, dis-abling writes to the write-ahead log. For more information about the parameters, checkthe PostgreSQL manual [66].
 37

Page 46
						

Appendix C
 K-means Results
 C.1 K-means Profiling Tables
 This section includes the K-means profiling tables that were computed. Specifically, itincludes the profiling tables for the best clustering solution for K=5, K=15 and K=20 re-spectively.
 Table C.1: Profiling table over the clustering fields compared to overall mean, K=5
 MembersTotal
 AmountTotal
 DiscountTotal
 OrdersDays Since
 Last PurchaseDays Since
 RegistrationAverage Time
 Between PurchasesTotal Amount
 Web Shop
 Cluster 1 142,282 74% 70% 9% 159% 119% 174% 58%Cluster 2 231,636 133% 135% 207% 42% 116% 43% 199%Cluster 3 188,064 86% 80% 51% 107% 118% 98% 85%Cluster 4 52,432 76% 73% 24% 144% 74% 139% 46%Cluster 5 120,076 131% 142% 209% 49% 73% 46% 151%Overall 734,490 0.0286 0.0149 0.0214 0.1007 0.8133 0.4458 0.0193
 In Table C.1, two distinct behaviour groups can be observed. Clusters 1, 3, and 4 arequite similar, with cluster 4 having more recently registered members. Clusters 2 and 5 ismade out of members with similar RFM attributes. Note that cluster 3 consists of newermembers that spend more money in physical stores than the older members of cluster 2.
 When comparing the profiling table for K=15 (Table C.2), with the profiling table forK=10, one particularly interesting observation can be done. Cluster 14 consists of thehighest average spending members. These members purchases discounted items andpreferably online. When comparing the average time between purchases and total ordersfor cluster 3, 5 and 14, it can be observed that there exist groups of members that on av-erage have the same total orders and frequency, while members of cluster 3 and 5 preferphysical stores.
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 Table C.2: Table over the clustering fields compared to overall mean, K=15
 MembersTotal
 AmountTotal
 DiscountTotal
 OrdersDays Since
 Last PurchaseDays Since
 RegistrationAverage Time
 Between PurchasesTotal Amount
 Web Shop
 Cluster 1 27,996 69% 67% 9% 169% 69% 187% 29%Cluster 2 0 0 0 0 0 0 0 0Cluster 3 149,475 139% 143% 220% 39% 107% 41% 87%Cluster 4 0 0 0 0 0 0 0 0Cluster 5 87,399 134% 149% 215% 68% 74% 41% 88%Cluster 6 36,514 81% 78% 48% 338% 108% 108% 39%Cluster 7 40,406 70% 67% 7% 381% 110% 196% 41%Cluster 8 11,480 100% 100% 64% 76% 111% 92% 1,217%Cluster 9 137,248 91% 84% 75% 66% 110% 79% 27%Cluster 10 110,808 76% 71% 27% 82% 111% 136% 29%Cluster 11 0 0 0 0 0 0 0 0Cluster 12 0 0 0 0 0 0 0 0Cluster 13 67,888 70% 66% 4% 96% 112% 207% 46%Cluster 14 10,760 179% 228% 231% 40% 99% 40% 2,085%Cluster 15 54,446 81% 78% 51% 100% 70% 102% 44%Overall 734,490 0.0286 0.0149 0.0214 0.1007 0.8133 0.4458 0.0193
 Table C.3: Table over the clustering fields compared to overall mean, K=20
 MembersTotal
 AmountTotal
 DiscountTotal
 OrdersDays Since
 Last PurchaseDays Since
 RegistrationAverage Time
 Between PurchasesTotal Amount
 Web Shop
 Cluster 1 69,370 130% 138% 207% 44% 90% 42% 58%Cluster 2 47,503 86% 82% 67% 86% 70% 86% 50%Cluster 3 0 0 0 0 0 0 0 0Cluster 4 7,259 94% 94% 40% 92% 112% 116% 1,386%Cluster 5 0 0 0 0 0 0 0 0Cluster 6 39,967 70% 68% 7% 382% 111% 196% 67%Cluster 7 122,276 90% 82% 71% 68% 111% 82% 33%Cluster 8 110,400 137% 136% 209% 39% 112% 40% 39%Cluster 9 0 0 0 0 0 0 0 0Cluster 10 108,557 76% 71% 27% 82% 112% 136% 22%Cluster 11 6,445 188% 240% 214% 44% 95% 44% 2,533%Cluster 12 0 0 0 0 0 0 0 0Cluster 13 19,017 67% 66% 4% 168% 70% 206% 25%Cluster 14 35,489 81% 78% 48% 340% 109% 108% 37%Cluster 15 0 0 0 0 0 0 0 0Cluster 16 28,609 73% 70% 25% 144% 70% 140% 35%Cluster 17 17,640 141% 165% 202% 42% 109% 44% 987%Cluster 18 67,058 70% 66% 39% 96% 112% 206% 41%Cluster 19 54,830 143% 162% 239% 37% 62% 37% 99%Cluster 20 0 0 0 0 0 0 0 0Overall 734,490 0.0286 0.0149 0.0214 0.1007 0.8133 0.4458 0.0193
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Appendix D
 RNN Related Appendix
 D.1 RNN Hyperparameter Configuration
 Xavier’s weight initialisation was used for all RNNs. Stochastic gradient descent wasused as optimisation algorithm for all RNNs. Different updaters were investigated, likeRMSProp and Adam. Best performance was achieved with the Nesterov updater.Earlystopping was used without regularisation. Regularisation and dropout were briefly in-vestigated but showed no significant improvement performance wise. A batch size of13,000 was used.
 Different loss functions, such as mean absolute error (MAE) and mean squared log-arithmic error (MSLE), was investigated. The CLV of the members differ in magnitude,therefore MSLE was expected to perform well, as it measures the ratio between the ac-tual value and predicted. However, MAE and MSLE performed worse than mean squarederror (MSE).
 It was found that while using a larger network does improve the training set accu-racy, it did not necessarily improve the validate set accuracy. As only one predictor vari-able was used as input, the function approximated is regarded as simple. A more com-plex and large network is more prone to overfitting, which was confirmed early in theexperimenting.
 Hyperparameter configurations that showed promising validation set accuracy wastrained for 48-72 hours.
 D.2 RNN Hyperparameter Configuration Results
 The configurations and belonging statistics are presented in this section.
 40
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APPENDIX D. RNN RELATED APPENDIX 41
 Table D.1: Hyper Parameter configuration ModelA
 Hyperparameter ValueUpdater Nesterovs, momentum 0.1Learning rate 0.005Activation Function SigmoidRecurrent Connections 10Stacked RNNs 1
 0 10 20 30 40 50 60 70 80 90 1000
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 % of members
 %of
 chur
 ners
 Gain chart Model A
 PredictedRandom
 Table D.2: Gain and lift tablemodel A
 Decile Gain (%) Lift (%)
 1 24.26 2.432 42.81 2.143 58.56 1.954 71.21 1.785 81.19 1.626 88.46 1.477 93.74 1.348 97.21 1.229 99.12 1.1010 100.00 1.00
 Table D.3: Prediction statisticsfor model A
 Max Min Mean σ
 24,519 -10,127 -9,284 352
 Table D.4: Hyper Parameter configuration ModelB
 Hyperparameter Value
 Updater Nesterovs, momentum 0.8Learning rate 0.0001Activation Function TanhRecurrent Connections 10Stacked RNNs 1
 0 10 20 30 40 50 60 70 80 90 1000
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 % of members
 %of
 chur
 ners
 Gain chart Model B
 PredictedRandom
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42 APPENDIX D. RNN RELATED APPENDIX
 Table D.5: Gain and lift tablemodel B
 Decile Gain (%) Lift (%)
 1 23.21 2.322 40.74 2.043 55.59 1.854 67.83 1.705 77.63 1.556 85.21 1.427 90.87 1.308 95.13 1.199 98.01 1.09
 10 100.00 1.00
 Table D.6: Prediction statisticsmodel B
 Max Min Mean σ
 65,445 -24,120 -5,833 5,082
 Table D.7: Hyper Parameter configuration ModelC
 Hyperparameter Value
 Updater Nesterovs, momentum 0.8Learning rate 0.0001Activation Function ReLURecurrent Connections 15Stacked RNNs 1
 0 10 20 30 40 50 60 70 80 90 1000
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 % of members
 %of
 chur
 ners
 Gain chart Model C
 PredictedRandom
 Table D.8: Gain and lift tablemodel C
 Decile Gain (%) Lift (%)
 1 22.23 2.222 38.40 1.923 51.53 1.724 62.57 1.565 71.38 1.436 78.58 1.317 84.59 1.218 89.79 1.129 94.22 1.05
 10 100.00 1.00
 Table D.9: Prediction statisticsmodel C
 Max Min Mean σ
 77,975 -3,073 462 1,875
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APPENDIX D. RNN RELATED APPENDIX 43
 Table D.10: Hyper Parameter configuration Model D
 Hyperparameter Value
 Updater Nesterovs, momentum 0.8Learning rate 0.00001Activation Function ReLURecurrent Connections 1st layer 7Recurrent Connections 2nd layer 5Stacked RNNs 2
 0 10 20 30 40 50 60 70 80 90 1000
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 % of members
 %of
 chur
 ners
 Gain chart Model D
 PredictedRandom
 Table D.11: Gain and lifttable model D
 Decile Gain (%) Lift (%)
 1 20.15 2.012 25.75 1.293 30.31 1.014 37.64 0.945 45.92 0.926 50.27 0.847 55.75 0.808 64.73 0.819 78.84 0.8810 100.00 1.00
 Table D.12: Prediction statis-tics model D
 Max Min Mean σ
 1,160 -63,384 276 789
 Table D.13: Hyper Parameter configurationModel E
 Hyperparameter Value
 Updater Nesterovs, momentum 0.8Learning rate 0.0001Activation Function ReLURecurrent Connections 16Stacked RNNs 1
 0 10 20 30 40 50 60 70 80 90 1000
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 % of members
 %of
 chur
 ners
 Gain chart Model E
 PredictedRandom
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44 APPENDIX D. RNN RELATED APPENDIX
 Table D.14: Gain and lifttable model E
 Decile Gain (%) Lift (%)
 1 0.58 0.062 2.16 0.113 5.41 0.184 10.69 0.275 18.21 0.366 22.81 0.387 36.51 0.528 53.55 0.679 73.76 0.8210 100.00 1.00
 Table D.15: Prediction statisticsmodel E
 Max Min Mean σ
 1,509,902 12,480 38,818 8,479
 Table D.16: Hyper Parameter configurationModel F
 Hyperparameter Value
 Updater Nesterovs, momentum 0.8Learning rate 0.0001Activation Function SigmoidRecurrent Connections 16Stacked RNNs 1
 0 10 20 30 40 50 60 70 80 90 1000
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 % of members
 %of
 chur
 ners
 Gain chart Model F
 PredictedRandom
 Table D.17: Gain and lifttable model F
 Decile Gain (%) Lift (%)
 1 0.83 0.082 2.68 0.133 6.08 0.204 11.33 0.285 18.57 0.376 28.58 0.487 41.21 0.598 57.03 0.719 75.65 0.84
 10 100.00 1.00
 Table D.18: Predictionstatistics model F
 Max Min Mean σ
 13,714 7,071 7,256 96
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