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 DISCLAIMER
 This book is a training document and contains simplifications.
 Therefore, it must not be considered as a specification of the
 system.
 The contents of this document are subject to revision without
 notice due to ongoing progress in methodology, design and
 manufacturing.
 Ericsson shall have no liability for any error or damage of any kind
 resulting from the use of this document.
 This document is not intended to replace the technical
 documentation that was shipped with your system. Always refer to
 that technical documentation during operation and maintenance.
 © Ericsson AB 2011
 This document was produced by Ericsson.
 • The book is to be used for training purposes only and it is
 strictly prohibited to copy, reproduce, disclose or distribute it in
 any manner without the express written consent from Ericsson.
 This Student Book, LZT 123 9600, R2A supports course number
 LZU 108 7903.
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 1 LTE Configuration Overview
 Objectives
 – Explain LTE L11 interfaces and the integration of RBS6000
 › Describe the interfaces S1, X2 and Mul to an eNodeB in LTE L11
 › Identify the main differences between various RBS6000 products, such as RBS6101, RBS6102, RBS6201, RBS6202 and
 RBS6601
 › Summarize the integration process of an RBS6000 and
 differentiate between the manual integration and auto integration procedures
 › Identify the tools that are used in the different steps of the
 integration procedure
 › Explain what the Managed Object Model (MOM) is, why it is
 important in configuration and where to find information about it
 Figure 1-1: Objectives
 135128623072012
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 1 LTE Introduction
 This course describes the configuration of the eNodeB in the Long Term
 Evolution (LTE) and for third generation cellular networks as in Release 9 of
 3GPP (Third Generation Partnership Project). The first chapter gives an overview
 of the system, the tools that can be used in the configuration process and the
 Managed Object Model (MOM), which is the structure of Managed Objects that
 are used when configuring an RBS6000 (the Ericsson product that implements
 the 3GPP specified eNodeB. See figure below).
 RBS
 Core Network
 RBS
 RBS
 Radio Access
 Network
 X2
 S1
 S1
 Uu
 OSS-RC
 MulMul
 Mun
 Other Management Systems
 NetworkManagementEnvironment
 RBS Radio Base Station (eNodeB)OSS-RC Operation Support System – Radio Core
 MME Mobility Management EntityUE User Equipment
 UE
 UuX2
 S1
 SAE GWSAE GW MMEMME
 RBSRBS
 Core Network
 RBS
 RBS
 Radio Access
 Network
 X2
 S1
 S1
 Uu
 OSS-RC
 MulMul
 Mun
 Other Management Systems
 NetworkManagementEnvironment
 RBS Radio Base Station (eNodeB)OSS-RC Operation Support System – Radio Core
 MME Mobility Management EntityUE User Equipment
 UE
 UuX2
 S1
 SAE GWSAE GW MMEMME
 Figure 1-2 LTE and SAE Logical interfaces
 S1 is divided into the S1 Control Plane (CP) and the S1 User Plane (UP). The S1-
 MME is the interface between eNBs (eNodeBs) and MME and the S1-U is the
 interface between eNBs and S-GW. In the user plane this interface will be based
 on GTP User Data Tunneling (GTP-U). In the control plane the interface is more
 similar to Radio Access Network Application Part (RANAP), with some
 simplifications and changes due to the different functional split and mobility
 within EPS (Evolved Packet System).
 135128623072012
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 The signaling transport on S1-MME is based on SCTP (Stream Control
 Transmission Protocol). The signaling protocol for S1 is called S1-AP
 (Application Protocol).
 S1-AP protocol has the following functions:
 • E-RAB Management
 This overall functionality is responsible for setting up,
 modifying and releasing EPS bearers, which are triggered by
 the MME The release of EPS bearers may be triggered by the
 eNB as well.
 • Initial Context Transfer function
 This functionality is used to establish an S1UE context in the
 eNB, to setup the default IP connectivity, to setup one or more
 SAE bearer(s) if requested by the MME, and to transfer NAS
 signaling-related information to the eNB if needed.
 • Mobility Functions for UEs in LTE_ACTIVE in order to enable the following:
 o a change of eNBs within SAE/LTE (Inter MME/S-GW
 Handovers) via the S1 interface (with EPC
 involvement).
 o a change of RAN nodes between different RATs
 (Inter-3GPP-RAT Handovers) via the S1 interface
 (with EPC involvement).
 • Paging:
 This functionality provides the EPC with the capability to page
 the UE (User Equipment).
 • S1 interface management functions:
 o Reset functionality to ensure a well defined
 initialization on the S1 interface.
 o Error Indication functionality to allow a proper error
 reporting/handling in cases where no failure messages
 are defined.
 o Overload function to indicate the load situation in the
 control plane of the S1 interface.
 • NAS Signaling transport function between the UE and the MME is used:
 o to transfer NAS signaling-related information and to
 establish the S1 UE context in the eNB.
 135128623072012
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 o to transfer NAS signaling-related information when the
 S1 UE context in the eNB is already established.
 • S1 UE context Release function This functionality is responsible for managing the release of
 UE-specific context in the eNB and the MME.
 S1 is a many-to-many interface.
 X2 is the interface between eNBs. The interface is mainly used to support active
 mode UE mobility (Packet Forwarding). This interface may also be used for
 multi-cell Radio Resource Management (RRM) functions. The X2-CP interface
 consists of a signaling protocol called X2-AP on top of SCTP. The X2-UP
 interface is based on GTP-U. The X2-UP interface is used to support loss-less
 mobility (packet forwarding).
 The X2-AP protocol provides the following functions:
 • Mobility Management.
 This function allows the eNB to move the responsibility for a
 certain UE to another eNB. Forwarding of user plane data is a
 part of the mobility management.
 • Load Management.
 This function allows eNBs to indicate overload and traffic load
 to each other.
 • Reporting of General Error Situations.
 This function allows reporting of general error situations, for
 which function-specific error messages have not been defined.
 The X2 interface is a many-to-many interface.
 For network management, the RBS has the Mul interface to OSS-RC. The Mul
 interface is also used to manage the node on-site using client software on a
 personal computer.
 The Uu interface is the LTE RAN external radio interface, the air interface to the
 UE. The Uu interface is used to control the radio connection in terms of mobility,
 security, and bearer management.
 1.1 LTE Targets
 The performance of LTE as specified in Release 8 shall fulfill a number of
 requirements regarding throughput and latency listed below. This seems to be
 quite easily achieved, thanks to, among other improvements, the simplified
 network architecture. Data rates of more than 300 Mbps in DL seems to be
 possible to reach.
 135128623072012
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 Also, it is a requirement that E-UTRAN architecture should reduce the cost of
 future network deployment whilst enabling the usage of existing site locations. It
 is expected that the reduction of the number of nodes and interfaces contributes to
 this overall goal.
 Furthermore, should all specified interfaces be open for multi-vendor equipment
 interoperability. There are two identified interfaces that will be standardized, S1
 and X2. For them no major problems regarding multi-vendor interoperability
 have been identified during the study item phase.
 E-UTRA should support significantly increased instantaneous peak data rates.
 The supported peak data rate should scale according to size of the spectrum
 allocation.
 Note that the peak data rates may depend on the numbers of transmit and receive
 antennas (MIMO configuration) at the UE (User Equipment). The targets for DL
 and UL peak data rates are specified in terms of a reference UE configuration
 comprising:
 a) Downlink capability: 2 receive antennas at UE
 b) Uplink capability: 1 transmit antenna at UE
 For this baseline configuration, the system should support an instantaneous
 downlink peak data rate of 100Mbps within a 20 MHz downlink spectrum
 allocation (5 bps/Hz) and an instantaneous uplink peak data rate of 50Mbps (2.5
 bps/Hz) within a 20MHz uplink spectrum allocation. The peak data rates should
 then scale linearly with the size of the spectrum allocation.
 In case of spectrum shared between downlink and uplink transmission, E-UTRA
 does not need to support the above instantaneous peak data rates simultaneously.
 The control plane latency should be lower than 100ms. The control plane latency
 is here defined as the transition time from ECM-IDLE to ECM-CONNECTED
 state (see later in this chapter for definition of these states).
 Also, the one-way user plane latency shall not exceed 5 ms in an unloaded
 situation for small IP-packets.
 135128623072012
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 › High data rates– Downlink: >100 Mbps– Uplink: >50 Mbps– Cell-edge data rates 2-3 x HSPA Rel. 6 (@ 2006)
 › Low delay/latency – User plane RTT: < 10 ms eNB-UE RTT (fewer nodes, shorter TTI)– Channel set-up: < 100 ms idle-to-active (fewer nodes, shorter messages, quicker node resp.)
 › High spectral efficiency – Targeting 3 X HSPA Rel. 6 (@ 2006 )
 › Spectrum flexibility– Operation in a wide-range of spectrum allocations, new and existing– Wide range of Bandwidth: 1.4, 3, 5, 10, 15 and 20 MHz, FDD and TDD
 › Simplicity – Less signaling, Auto Configuration e-NodeB– ”PnP”, ”Simple as an Apple”
 › Cost-effective migration from current/future 3G systems
 › State-of-the-art towards 4G
 › Focus on services from the packet-switched domain
 Figure 1-3: LTE targets
 135128623072012
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 2 LTE L11 Configuration Overview
 In the figure below, the configuration (=integration) flow of an RBS6000 is
 shown. Step 1 in the process has to be run at the RBS site. The remaining steps
 can either be run manually (on site or from OSS-RC) or with the Auto Integration
 feature. In the latter case the Base Station Integration Manager (BSIM) in OSS-
 RC is used.
 On-site engineer
 Common OaM Infrastructure (COMINF)
 RBS6000
 OSS-RC Server
 2.Site
 Basicfile
 3.Site
 Equipmentfile
 4.Define
 RBS6000in OSS-RC
 5.Define S1
 and X2TN
 6.Add RadioNetwork
 definitions
 7.UnlockCells
 8.Make
 test call
 1.Site
 Installationfile
 Subject to Auto Integration
 Figure 1-4 LTE Integration Flow
 135128623072012
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 The objectives of the first two files (Site Installation and Site Basic files) are to
 connect the RBS to the OSS-RC for Operation and Maintenance access, and to
 provide a network synchronization reference. Site Equipment file (Step 3)
 configures the sectors, antennae system and the external alarms in the RBS. Steps
 5, 6 and 7 define the S1- and the X2-interfaces, and add the cell configuration on
 the RBS.
 The RBS integration procedure and the tools used are described in detail in the
 configuration related chapter (Chapter 2). An overview of the tools is provided in
 Figure 1-5 below. The tools important for Configuration tasks are described
 briefly in the following subsections.
 2.1 LTE Configuration Tools Overview
 On-site engineer- Element Manager (EMAS)
 NCLI
 COLI
 COMINF
 RBS OSS-RC Server- ONE
 - ARNE
 -SMO- LTE Performance Recording
 - ASM- ALV
 - AMOS (MoShell)- Common Explorer
 BSIM
 BCM (integrated in BSIM)
 Etc...
 COMINF- DHCP
 - File Repository (SMRS)- O&M NTP server
 Etc...
 Figure 1-5 LTE RAN OaM Tools
 135128623072012
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 Element Manager (EM) Toolbox- or EMAS
 This is mainly a troubleshooting tool intended to be used on site. However, it can
 also be used remotely and it can be used for configuring a node, with the
 Graphical User Interface (GUI).
 NCLI
 Node Command Line Interface (NCLI) tool is a text-based tool that has access to
 the node database and the node alarm list. It is started via a telnet or a secure
 shell (ssh) session to the node.
 ARNE
 Add Remove Network Element (ARNE) is the OSS-RC tool for adding a node
 representation in the OSS-RC itself.
 BCM
 Bulk Configuration Management (BCM) can be divided into two parts; Bulk
 Configuration for Transport (BCT) and Bulk Configuration for Radio (BCR).
 BCM can be accessed either independently of BSIM, or an integrated interface in
 the BSIM (Base Station Integration Manager) tool described below.
 AMOS
 This is a command line interface that is commonly known as “MoShell”. The tool
 targets configuration management, fault management and performance
 management.
 BSIM
 BSIM is the preferred configuration tool for LTE. Since it has such a big role in
 the integration procedure, it is described in an own subsection below. How to use
 BSIM is described in detail in the RBS6000 Configuration chapter.
 2.1.1 BSIM
 Base Station Integration Manager (BSIM) has two functions:
 • Adding new eRBS to OSS (including configuring for auto
 integration).
 135128623072012
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 • Auto integrating nodes (eRBS and RBS) to OSS when the node
 is taken into service. Auto integrate is a function which removes
 manual steps when taking a node into service. When a node
 (which is configured for auto integration) is MIB synchronized
 with OSS, OSS automatically performs steps to make the node
 ready for traffic.
 BSIM is a view in OSS Common Explorer. The BSIM view consists of the
 following primary functions:
 Add Node
 Use the Add Node tab to add eRBS nodes to the OSS-RC.
 Auto Integrate
 Use the Auto Integrate page to add RBSs, eRBSs that were not added to the
 OSS topology through BSIM or eRBSs that were added to the OSS topology
 through BSIM but without the Auto Integrate option selected.
 Auto Integrate is also used to view Not Connected nodes.
 BSIM is a license enabled feature.
 2.1.1.1 Add New eRBS to OSS
 The Add New eRBS function adds up to 100 new eRBSs to OSS in one go. It
 performs the following main steps:
 • Add the eRBS to OSS topology.
 • Import transport and optionally radio configuration for the new
 eRBS to a Planned Configuration.
 • Optionally configure the eRBS for auto integration.
 To use the Add New eRBS function, set up a number of templates which BSIM
 will read.
 Templates are added to OSS using Utility Services. A BSIM template contains
 information, mostly MOs and attributes, that BSIM uses to add the new eRBS.
 A sample of each kind of templates is delivered with BSIM. These templates can
 be used to make customized templates.
 The BSIM GUI displays a list of templates. The correct template is selected in the
 BSIM GUI to display substitution attributes for that template.
 135128623072012
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 A template is a complete script used for the application to be run in the OSS-RC
 (e.g, ARNE, BCM, etc). Most of the parameters (attributes) in the templates are
 common parameters for all teNodeBs. Any parameter that is considered to be
 unique is specified in the template as a substitution variable/attribute. A
 substitution attribute is a value that is considered to be site (eNodeB) specific,
 and thus must be specified by the BSIM user. Examples of substitution attributes
 are node name, IP address, and eNodeB Id.
 When creating templates, put values that are shared for all nodes directly into the
 template and put node unique values in as substitution attributes.
 Substitution attributes are distinguished from other attributes by the percentage
 signs surrounding the attribute:
 %<ATTRIBUTE NAME>%
 Substitution attributes are displayed in the BSIM client and filled in for each node
 when the Add new eRBS function is used.
 2.1.1.2 Configuring for Autointegration
 Preparations for Auto Integrate can be selected as part of the Add new eRBS
 function. The following options exist:
 • Unlock Cells - unlock cells after the node is MIB synchronized -
 can be changed later
 • Create Configuration Version - create a node backup (CV) after
 the node is MIB synchronized - can be changed later
 • Upgrade Package - a path to a software package which will be
 installed on the node - can not be changed later
 • Install licenses - installs security licenses on the node - can not be
 changed later
 • Site Basic - select a template used to generate a SiteBasic XML
 stored on the SMRS server, used to configure the node - can not
 be changed later
 • Site Equipment - select a template used to generate a
 SiteEquipment XML stored on the SMRS server,used to
 configure the node - can not be changed later
 • Site Installation - select a template used to generate a SiteInstall
 XML file to a user defined directory - can not be changed later
 135128623072012
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 • DHCP / DNS - select a template which will set up the DHCP /
 DNS servers with relevant information required during the auto
 integration - can not be changed later.
 • If relevant, provide IPsec related parameters for the new eRBSs.
 135128623072012
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 3 RBS 6000 FAMILY OVERVIEW
 eNodeB functionality is implemented in Ericsson’s solution with RBS6000
 family base stations. However, RBS6000 is not only for LTE but also a solution
 for WCDMA nodeB and GSM base transceiver station (BTS) implementation.
 RBS 6000 family provides backwards-compatibility with the highly successful
 RBS 2000 (2G/BSS access) and RBS 3000 (3G/WCDMA access) product lines.
 It offers a seamless, integrated and environmentally friendly solution and a safe,
 smart and sound roadmap for whatever tomorrow holds.
 The RBS 6000 series is designed to support multiple radio technologies. All
 common GSM, WCDMA and LTE frequencies are supported in a single cabinet
 with common support equipment and can be mixed in virtually any combination.
 Figure 1-6 RBS 6000 family
 135128623072012
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 A brief introduction of the various products within the RBS6000 base station
 family is provided below. Note that the stated maximum configuration options
 are from the RBS product point of view, not just for LTE. The actual possibility
 for L11 (LTE) would depend on the type of RBS configuration (number of
 sectors, diversity characteristics and output power) desired and the co-
 siting requirements, among other variables. For complete details, please check
 the CPI document: “RBS Configurations”
 3.1.1 RBS 6102 Large Outdoor
 RBS6102 is the outdoor macro RBS providing a complete radio site including
 transport equipment, site power and battery backup. The cabinet can house up to
 two radio shelves, thus designed for high capacity multistandard demands. For
 battery backup requirements there are three available options, i.e internal battery
 backup, the BBU (battery backup unit underneath the RBS) or the BBS (a
 separate high capacity battery backup system).
 • Sectors: Maximum 12 sectors
 • Capacity: 3x40 or 6 x 20 MHz LTE with 2xMIMO
 • Nr of Radio Units: 12 RUs in two radio shelves
 • Power feeding: 100-250 VAC, -48VDC
 3.1.2 RBS 6101 Small Outdoor
 RBS 6101 is the compact outdoor macro RBS. The cabinet houses one radio shelf
 and has space for power, transport and a short battery backup. RBS 6101 can also
 be equipped as a high capacity Main Unit for main remote solutions.
 • Sectors: Maximum 6 sectors
 • Capacity: 3x20 MHz LTE with 2xMIMO
 • Nr of Radio Units: 6 RUs
 • Power feeding: 100-250 VAC, -48VDC
 135128623072012
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 3.1.3 RBS 6201 Indoor
 RBS 6201 is an indoor cabinet that houses a macro configuration as well as the
 transport equipment and site power supply needed for an entire RBS site. The
 6201 is a complete site, for high capacity multi-standard demands integrated into
 one cabinet. The cabinet can house up to two radio shelves that provide flexible
 radio capacity. For battery backup requirements, a battery backup unit underneath
 the RBS or a separate high capacity battery backup system is available.
 • Sectors: Maximum 12 sectors
 • Capacity: 3x40 or 6x20 MHz LTE with 2xMIMO
 • Nr of Radio Units: 12 in two Radio shelves
 • Power feeding: 100-250 VAC, -48VDC, -60VDC, +24VDC
 3.1.4 RBS 6202 Indoor
 RBS 6202 is an indoor macro RBS in the RBS6000 family. It is a complete RBS
 within one radio subrack, which can either be in a cabinet or mounted on a 19-
 inch rack. Upto six RUs and two DUs maybe present in the RBS6202.
 3.1.5 RBS 6601 Main Remote
 The RBS 6601 is a main-remote RBS and a member of the RBS 6000 family.
 The Main–Remote concept provides the same high-performance network
 capabilities as Macro base stations, but with lower power consumption and less
 site requirements.
 The RBS 6601 consists of an indoor main unit and a number of RRUs designed
 to be located near the antenna. An optical fiber cable connects each RRU to the
 main unit. The maximum length of the optical fiber connecting the main unit and
 an RRU is 40 km.
 The normal LTE deployment of the RBS6601 would have up to three sectors.
 The number of RRUs supported depends on the available configurations.
 • Sectors: Maximum 6 sectors
 • Capacity: 3x40 MHz LTE with 2xMIMO
 • Nr of Radio Units:
 • Power feeding: -48VDC
 135128623072012

Page 24
						

LTE L11 Configuration
 - 24 - © Ericsson AB 2011 LZT 123 9600 R2A
 3.2 RBS Type vs. Configuration Process
 From a configuration point of view, no matter which RBS product is applicable,
 the procedure is the same, as illustrated in Figure 1-4 earlier. The parameter
 values for various attributes might be different, not only because they are of
 different RBS types, but also because of the configuration options being used,
 antenna related parameters, etc. Managed Object Model (MOM) used for all the
 different RBS types is the same, making the operation and configuration easy for
 the operators.
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 4 Managed Object Model
 Configuring the RBS6000 is a matter of creating or editing entries in each node’s
 database (called MIB, Managed Information Base). The MIB is described by a
 model called MOM (Managed Object Model). The MOM is built up of different
 classes, so-called Managed Object Classes (MOC), which represent some kind of
 resource in a node (e.g. hardware, software or configuration).
 For example, an operator wants to be able to configure one of the Ethernet ports
 of a node. In order to provide an interface to this port, a Managed Object Class
 called GigabitEthernet is defined. In that class there are parameters where the
 operators can, for example, define which VLANs that the Ethernet port should
 support.
 Since each MOC can be related to some resource in a node, the focus on
 configuration often comes down to which Managed Objects are connected to
 different functions and features.
 Configuration applications like NCLI, EM (the Containment View) and AMOS
 act directly on the local MIB in the node.
 OSS-RC configuration applications such as BSIM act on a remote instance of the
 MIB, with the possibility of running processes over the whole LTE RAN.
 An object oriented approach is used to model resources in RBS6000. The three
 layers needed to implement this model are described in the figure below.
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 Resource Layer
 ManagementAdaptation
 Layer
 Managed Objects
 ConfigurationService
 RBS6000 Node
 Management Information Base
 Figure 1-7 LTE RAN Node Resources Modeling
 4.1.1 Resource Layer
 The Resource Layer comprises physical and logical resources involved in
 carrying and processing the LTE traffic within an RBS6000 node. This layer is
 structured according to the hardware and software components within the node.
 The Resource Layer contains a number of internal, non operator-configurable
 resources. Consequently, only an abstraction of the Resource Layer is presented
 to the management applications
 4.1.2 Management Adaptation Layer
 The Management Adaptation Layer raises the abstraction level from the Resource
 Layer to a higher level suitable to be handled by management applications
 through the Service layer. Only resources that are needed for configuration and
 supervision are modelled.
 The Management Adaptation Layer makes possible the configuration of logical
 resources even if the underlying physical resource does not already exist on the
 node. This facilitates processes, and reduces resource downtime, during upgrades,
 reconfigurations and network extensions.
 The Management Adaptation Layer presents to the Service Layer a model of the
 node’s resources based on Managed Objects. Each Managed Object is an instance
 of a Managed Object class defined in the Managed Object Model (MOM).
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 The MOM is updated for every system release.
 4.1.3 Service Layer (Configuration service)
 4.1.3.1 Management Information Base (MIB)
 In order to configure an RBS6000 node, management applications need to get
 access to the Managed Objects. The Service Layer implements a Management
 Information Base (MIB) that centrally stores on the node all Managed Object
 instances and the relationships between Managed Object instances, as well as
 providing access to these Managed Object instances.
 4.1.3.2 Configuration Service
 The Service Layer provides a number of services for different purposes: Alarm
 Service, Product Inventory Service, Performance Monitoring Service and, of
 course, Configuration Service.
 The Configuration Service ensures that configuration applications such as
 EMAS, NCLI and OSS-RC configuration applications can configure MO
 instances in the MIB.
 4.1.3.3 Access
 The Service Layer provides external access to the MIB and MOs via the
 Common Object Request Broker Architecture (CORBA) protocol carried over
 the Internetwork Inter-ORB Protocol (IIOP) protocol.
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 › Managed Object Model (MOM)
 – Model showing the various classes
 available in each node.
 › Managed Information Base (MIB)
 – Personalised version of the MOM for a
 particular node in a network.
 – Detailed description of all the managed
 objects with identifiers and attributes
 and relationships between them.
 SubrackSubrack
 SlotSlot
 Subrack = MSSubrack = MS
 Slot = 1Slot = 1 Slot = 28Slot = 28
 Figure 1-8 MOM vs. MIB
 4.1.4 Managed Object Model Building
 4.1.4.1 Managed Object Class
 An MO represents a resource in the node, either a physical resource such as a
 plug-in unit or a fan, or a logical resource such as a software program or a
 protocol.
 A number of MO classes exist to model all the resources needed for the node
 configuration and supervision. There are also parameters associated with the
 resource, which are called the MO attributes.
 The MO can be configured by setting suitable values for the MO attributes. The
 state and configuration of the resource represented by the MO can be monitored
 by reading these attribute values.
 There can also be MO actions related to the resource. For example, an MO
 representing an executable program might have an action called "restart".
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 <<MoClass>> GigaBitEthernet
 ID
 • GigaBitEthernetId
 Actions
 • setDscpPbit()
 Attributes
 Relative Distinguished Name (RDN)
 State Attributes
 Specific Attributes
 Performance Monitoring Attributes (Counters)
 Common Attributes
 • pmIfInErrorsLink1• pmIfOutErrorsLink2
 • reservedBy• userlabel
 • actualSpeedDuplex• dscpPbitMap
 • operationalState• availabilityStatus
 Figure 1-9 Managed Object (MO)
 4.1.4.2 MO Naming
 MOs are identified by means of a "naming attribute" or identifier. All MO classes
 must have a name-giving attribute called MoClassNameId, for example,
 SubrackId. This name is also referred to as the Relative Distinguished Name
 (RDN). The RDN is formed from the MO name and the value part of the name-
 giving attribute. Example of an RDN: SubrackId=1.
 A Local Distinguished Name (LDN) is a sequence of RDNs, which forms a
 unique name within the node. Example of an LDN: The MO Subrack has the
 name-giving attribute SubrackId. As in the previous example, the RDN of the
 MO could be SubrackId=1. The LDN of the same MO could be:
 ManagedElement=1,Equipment=1,Subrack=1.
 For system-created MOs, the value of this name-giving attribute is set
 automatically.
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 4.1.4.3 MO Attributes
 • State Attributes
 Many MOs contain state information, which identifies whether the MO is
 available for use. This state information is defined by the following attributes:
 � OperationalState
 The OperationalState attribute specifies whether the MO is OK (ENABLED) or
 failed (DISABLED). These values are set automatically and are propagated to the
 MO from the resource. The OperationalState is used by all MOs that can fail.
 The possible values of this attribute are:
 • DISABLED
 • ENABLED
 � AdministrativeState
 The AdministrativeState attribute indicates whether the MO can be used.
 The possible values of this attribute are:
 • LOCKED — use of this MO is not allowed
 • UNLOCKED — use of this MO is allowed
 • SHUTTING_DOWN — no new users are accepted
 � AvailabilityStatus
 The AvailabilityStatus attribute qualifies the OperationalState attribute. Only one
 value at the time can be assigned.
 The AvailabilityStatus is either an enumeration of the values specified below, or
 a bit-map (set valued integer) where at least the values defined below can occur.
 Other values not specified here can also occur.
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 • Common Attributes
 A number of common attributes exist, but they are not present in all MOs.
 Note: In this section the name-giving attribute is omitted.
 � UserLabel
 The UserLabel attribute enables a user-friendly label (free text) to be placed on
 the MO instance.
 Note: This attribute cannot be used for identifying MOs since there is no
 requirement on this attribute to have unique values within the node or network.
 � ReservedBy
 The ReservedBy attribute specifies the identity of the MO or MOs that have
 referenced this MO, and is used to keep track of relationships between MOs in
 the node. The referencing MO, which can be a ManagedObject type or a specific
 MO type, sets the ReservedBy attribute.
 � Note: It is not possible to delete an MO that is reserved by
 another
 • Interpretation of Attribute Properties
 � Mandatory
 The attribute’s initial value setting is mandatory and must be provided when
 creating an instance of the MO.
 � Optional with initial value assigned
 The attribute’s initial value setting is optional, that is, it can be provided when
 creating an instance of the MO. If it is not provided, the attribute is set
 automatically to its default value. The default value is specified after the data
 type. The only exception concerns MO references, that is, attributes of type
 moRef, for which the default value "null" is assumed.
 � Optional but with no initial value assigned
 The attribute’s initial value is set automatically.
 � ReadOnly
 The management tool can retrieve the attribute value by a get operation, but a set
 operation cannot change it.
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 Note: A ReadOnly attribute cannot be set when creating an MO instance. It can
 only be set automatically.
 � ReadWrite
 The management tool can retrieve the attribute value by a get operation, and use a
 set operation to change it.
 � Restricted
 The management tool can use a set operation to specify the attribute value when
 creating an MO instance, but cannot change it subsequently. It can also retrieve
 the attribute value by a get operation.
 � Persistent
 The attribute value is stored persistently.
 � NonPersistent
 The attribute value is not stored persistently. This applies primarily to state
 attributes such as operationalState and availabilityStatus. Also, performance
 monitoring attributes are specified as ‘nonPersistent’.
 � Notification
 The management tool provides information stating when the attribute value is
 changed automatically or by a set operation.
 � NoNotification
 The management tool does not provide information about when the attribute
 value is changed automatically or by a set operation.
 4.1.4.4 MO Actions
 Some MOs have defined actions that are used to execute particular operations
 related to the MO.
 Some actions require attributes to be provided as inputs. For example, the action
 assignIpAddress that changes IP address on the MO EthernetLink requires
 that the user provides an ipAddress, a subnetMask and the broadcastAddress
 attributes during the execution.
 Some other actions do not involve any of the MO attributes. For example, the
 MO Licensing has an action setEmergencyState that opens up licensed
 features and capacity restrictions. No attributes are asked for during the
 execution.
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 4.1.4.5 Relationships Between MOs
 Containment, Parent-Child
 In the MOM there are parent – child relationships that define containment
 between MOs. This is illustrated in figure 2-5 below.
 <<MoClass>>
 ENodeBFunction
 <<MoClass>>
 ENodeBFunction
 <<MoClass>>
 EUtranCellFDD
 <<MoClass>>
 EUtranCellFDD
 <<MoContain>>
 0…24
 <<MoClass>>
 ManagedElement
 <<MoClass>>
 ManagedElement
 <<MoClass>>
 TransportNetwork
 <<MoClass>>
 TransportNetwork
 <<MoContain>>
 1..1
 Figure 1-10 Relationships between MOs: Containment, Parent-Child
 In this example the TransportNetwork MO is the child of the parent
 ManagedElement MO and the EUtranCellFDD MO is the child of the parent
 ENodeBFunction MO.
 It is not possible to delete an MO if it has children and it is not possible to create
 an MO if the parent does not exist.
 In terms of cardinality, there is one (1) and only one (1) parent for an MO, but an
 MO can have a number of children. The maximum number of children for an MO
 is defined in the MOM, and is related to resource or model limitations.
 Association
 In the MOM there can be associations between several MOs. Two types of
 associations can exist:
 • Unidirectional association: object (b) has to be present in order
 to be able to create object (a). This is the most common type of
 association. In the figure below, we see that the
 IpAccessHostEt MO class has a unidirectional association
 135128623072012

Page 34
						

LTE L11 Configuration
 - 34 - © Ericsson AB 2011 LZT 123 9600 R2A
 with the IpInterface MO class. Indeed, an IpAccessHostEt
 MO instance cannot be created without a reference to an
 existing IpInterface MO instance.
 • Bidirectional association: object (a) uses and/or invokes
 methods in object (b), but this object is not necessary for the
 creation of object (a). In the figure below, we see that the
 PlugInUnit MO class has a bidirectional association with the
 Program MO class. Indeed, a PlugInUnit MO instance can be
 created without a reference to an existing Program MO
 instance, and vice versa.
 In the MOM these two kinds of relations can both be modeled as shown in figure
 below.
 <<MoClass>>
 Program
 <<MoClass>>
 Program
 <<MoClass>>
 PlugInUnit
 <<MoClass>>
 PlugInUnit
 <<MoAssociation>>
 0..n 0..n
 <<MoClass>>
 IpInterface
 <<MoClass>>
 IpInterface
 <<MoClass>>
 IpAccessHostEt
 <<MoClass>>
 IpAccessHostEt
 <<MoAssociation>>
 0…64 1
 Figure 1-11 Relationships between MOs: Association
 In term of cardinality, there is a need to specify the number of possible references
 from one MO class to another. An association which requires 1 and only 1 MO
 instance is indeed a unidirectional association, as shown in the figure above.
 Note: The cardinality of an MO is not the same as the maximum possible number
 of reserved MOs required to create the MO in the node. However, in most cases
 cardinality and maximum possible number of MOs are the same, and, if it is not
 the case, this is also mentioned in the description of the MO.
 For further information about the MOM structure, refer to the CPI
 documentation.
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 2 Transport and Radio Network Configuration
 Objectives
 – Configure the Transport and Radio Network in RBS6000› Relate the IP and Ethernet functionality to the L11 RAN Transport
 Network
 › Describe the hardware used to support IP/Ethernet transmission in RBS6000
 › List the various ways Network Synchronization reference may be realized for a RBS6000
 › Recognize the Managed Objects related to the Mul- , the S1- and X2-interfaces implementation, and how some key attributes implement the transport network functionalities
 › Explain the concept of cell and its relation to sector and antennae system in RBS6000
 › Recognize the Managed Objects related to radio network configuration› Identify some basic parameters related to cell and cell relations› Edit BSIM templates in the OSS-RC to be used during configuration
 › Perform the on-site integration of an RBS6000 manually with the Site Installation file, the Site Basic file and the Site External file
 › Configure the Transport Network and Radio Network using both manual and autointegration procedures
 › Identify, and, if necessary, change QoS related parameters in RBS6000
 Figure 2-1: Objectives
 135128623072012

Page 36
						

LTE L11 Configuration
 - 36 - © Ericsson AB 2011 LZT 123 9600 R2A
 1 Introduction
 The configuration of the RBS6000, according to the configuration procedure
 overview given in Chapter 1, maybe divided in the following steps, as shown in
 the figure.
 OMCOMC
 On-Site / OMCOn-Site / OMC
 NPCNPC
 RBS6000RBS6000
 Basic PackageBasic Package
 Radio networkRadio network
 S1- and X2- TransportS1- and X2- Transport
 Site EquipmentSite Equipment
 Site BasicSite Basic
 Basic CV
 A Basic SW package is loaded
 Site Basic Configuration
 O&M Access and NW Sync
 Site Equipment
 RBS HW
 Radio and transport
 Define radio and transport MOs
 Start
 End
 Figure 2-2 RBS Configuration Phases
 In the diagram, the Basic Package is the software Ericsson provides and maybe
 loaded at the Node Production Center (NPC) or at the site, if it is available
 locally. The Site Basic Configuration involves making the O&M access
 configuration, together with the Network Synch reference. The Site Equipment
 configuration configures the antennae system/sectors, and the supporting
 equipment (climate system, power parameters, external alarms, etc). S1 and X2-
 interfaces are then configured, followed by the radio (cell and cell relations).
 In this chapter, both Transport Network (for Mul-, S1- and X2- interfaces) and
 the Radio Network configurations are explained.
 In LTE, all the transport interfaces are based on IP as the bearer. Although LTE
 L11B also may support IPv6, only IPv4 is covered in this chapter. For the
 transport configuration only the DUL is involved. From a procedure point of
 view, transport network configuration involves the Site Basic configuration (with
 its corresponding files, for the Mul-interface) and the Transport Network
 configuration (activated commonly through the OSS-RC/BSIM, for the S1- and
 X2- interfaces.) The IpSec impact on Transport Network configuration is not
 covered at all in this chapter.
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 For the radio network configuration, the RUL/RUS/RRU, together with their
 antennae setup are taken into account. From a procedure point of view, the radio
 network configuration includes the Site Equipment configuration (with its
 corresponding file, when the sectors and their antennae are configured) and the
 Radio Network configuration (activated commonly through the OSS-RC/BSIM).
 2 RBS6000 Logical view
 The LTE RAN is made up of three parts: the RBS, the OSS RAN component and
 the interconnecting IP transport network. Figure below shows the logical
 structure of a single RBS within the LTE RAN and how it interconnects with
 other components of the LTE RAN.
 Cell Cell
 Cell Cell
 Radio Unit
 Sector
 Digital Unit LTE
 Support System
 TMA TMA
 X
 X
 X
 X
 X
 X
 X
 X
 X
 X
 X
 X
 Antenna Unit Group
 RBS
 Synchronization
 S-GW
 Evolved Packet
 Core
 S-GW
 S-GW
 S-GW
 S-GW
 S-GW
 S-GW
 MME
 MME
 MME
 OSS-RC
 S1-UP
 S1-CP
 Neighbor IRAT Core Network
 Neighbor IRAT RAN Network
 Neighbor
 eNodeBNeighbor eNodeB
 Cell Cell
 Remote
 Radio Unit
 Sector
 CPRI Connection
 X
 X
 X
 X
 X
 X
 Antenna Unit Group
 Mul
 X2
 Figure 2-3 Logical components of an LTE RBS
 Logically, each RBS consists of sectors, a digital unit and a support system as
 shown in Figure 2-3. Each sector is connected to one or a number of Antenna
 Unit Groups. Below, the LTE RAN components are described in further detail.
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 eNode B
 The terminology used in the 3GPP standards for an RBS.
 Sector
 A geographical area spanned by the transmission angle from one or a group of
 antennas. The sector is configured to handle one specific frequency band. There
 may be up to three sectors per RBS. The sector is connected to one or more
 Antenna Unit Groups. It should be noted that the physical antenna within an
 Antenna Unit Group may handle several frequency bands. This is the case for
 multi-band antennas. An RBS can contain multiple sectors which serve the same
 frequency band.
 Cell
 A cell is a part of a sector with its own carrier frequency and channels within the
 sector frequency band. There may be up to three cells per RBS. It is possible to
 configure only one cell per sector.
 Radio Unit
 A radio unit refers to the physical hardware that contains a sector. Each radio unit
 is connected to antenna equipment that is part of an Antenna Unit Group. A radio
 unit can be physically located in the RBS cabinet where it is referred to as a
 Radio Unit (RU) or it can be located externally to the RBS where it is referred to
 as a Remote Radio Unit (RRU).
 Antenna Unit Group
 An Antenna Unit Group is the logical structure which contains all of the details
 of an antenna and associated equipment. This includes the antenna, feeder cables
 and any associated Tower Mounted Amplifiers (TMA) and Remote Electrical Tilt
 (RET) equipment. An Antenna Unit Group may contain a single branch in the
 case of a vertically polarized antenna or it may contain two branches in the case
 of a cross polar antenna.
 Each Antenna Unit Group is connected to one sector. Multi-band antennas may
 be logically connected to more than one Antenna Unit Group with the different
 frequency band elements of the antenna connect to different Antenna Unit
 Groups.
 Digital Unit for LTE (DUL)
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 The Digital Unit LTE (DUL) contains the baseband, control, and switching
 functions of the LTE component of the RBS. It also contains the interfaces to the
 RUs, IP transport and RBS synchronization. The baseband capacity is pooled to
 support the multiple sectors. Multiple physical Digital Units can be installed
 within an RBS.
 RBS Synchronization
 The LTE Digital Unit uses an external synchronization reference source for
 generating the required system clock signals. There are three ways the reference
 may be connected to the RBS- via external Global Positioning System (GPS)
 equipment, using a Network Time Protocol (NTP) time server to provide
 synchronization via the IP transport interface, or using a Stand Alone
 Synchronization Equipment (SASE).
 TMA
 Tower Mounted Amplifiers (TMA) are used to improve uplink system sensitivity
 and therefore improve uplink coverage. TMAs are mounted close to the antenna
 and amplify the uplink Radio Frequency (RF) signals.
 RET
 Remote Electrical Tilt (RET) control signalling allows the electrical tilt of the
 antenna to be read or adjusted from a remote location such as from the OSS-RC.
 CPRI Connection
 The CPRI (Common Public Radio Interface) connection provides the
 communications link between the Digital Unit and the Radio Unit. The CPRI
 standard allows the use of either electrical or optical interface cables. Typically
 electrical cables are used for Radio Units installed in the RBS cabinet and optical
 cables are used for Remote Radio Units.
 IP Transport
 The IP Transport provides connectivity from the RBS to the core network, to
 other RBS and to the OSS-RC system. System synchronization can also be
 provided via the IP transport interface using the Clock Source over NTP feature.
 The physical IP Transport infrastructure provides a number of logical channels.
 Support System
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 The Support System provides basic functions to the RBS. This can include
 functions such as power supplies, battery backup, external alarms, and climate
 control systems. In some instances the Support System can be shared with other
 technologies. Refer to the document Support System Control for further details.
 OSS-RC
 OSS-RC facilitates remote network management of the LTE RAN.
 S-GW
 The Serving Gateway (S-GW) provides an interface to external networks for User
 Plane (UP) data. It is also the anchor point for the user plane for user equipment
 mobility between RBS. The S-GW also performs some Quality of Service (QoS)
 related signalling. The S-GW nodes are typically designed to operate in a pooled
 architecture.
 MME
 The Mobility Management Entity (MME) node contains the core network control
 functions. The MME nodes are typically designed to operate in a pooled
 architecture. The MME handles the mobility and session management functions
 including:
 • User equipment registration and detachment handling
 • Security and Authentication, Authorization and Accounting
 (AAA)
 • Evolved Packet System Bearer Handling
 • Mobility Anchor for active mode user equipment
 • Mobility Management for Idle Mode user equipment
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 3 Transport Network Configuration
 3.1 IP RAN Introduction
 Ericsson provides different product portfolios that operators can use for building
 up their IP backbone in LTE. These portfolios deal with areas like Quality of
 Service (QoS), delay variation (jitter), Security (SeGW in the figure below
 represents a Security Gateway), synchronization, redundancy etc.
 eNodeB(RBS6000)
 2G/3G RBS
 Site solutions (IP RAN) SIU
 IP connectivity (Mobile Backhaul)
 Site solutions (IP RAN)
 M-PBN
 IP Connectivity
 SeGW
 P-GW
 SeGW
 IP connectivity
 S-GW
 MME
 SeGW
 Figure 2-4 IP Portfolios
 The three portfolios are shown in Figure 2-4 above.
 • Ericsson Packet RAN (or IP RAN) is a product portfolio that
 covers recommendations and equipment for security, latency, site
 infrastructure etc. on the RAN side for RBS and P/SGW.
 • Mobile Backhaul is the set of products that is used to connect the
 LTE RAN and the SAE Core networks. Mobile Backhaul
 comprises L2/L3 switches, MINI-LINKs, routers with or without
 support for IPsec and Multi Protocol Labeled Switching (MPLS),
 STM-1 rings and so on.
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 • The Mobile Packet Backbone Network (M-PBN) is another
 product package that covers recommendations on Core network
 equipment and transport solutions.
 The last mile should also be mentioned, as it refers to the transmission link
 connecting the cell site with the next aggregation level in the Mobile Backhaul
 network (further described in the Link Dimensioning chapter). The last mile can
 be used exclusively by the eNodeB, or shared with 2G and 3G equipment.
 Traffic is typically carried on the physical layer using Ethernet frames. These
 frames are switched using Media Access Control (MAC) addresses that
 correspond to the nodes terminating the physical link.
 In the LTE RAN interfaces (S1, X2) the transport bearer is identified by:
 • Gateway Tunneling Protocol User (GTP-U) Endpoint tunnel ID
 (TEID)
 • User Datagram Protocol (UDP) port number for User Plane
 traffic
 • Stream Controlled Transport Protocol (SCTP) port number for
 Control Plane traffic
 • Internet protocol (IP)
 The IP and Ethernet structure allow these bearers to be given different Quality of
 Service (QoS) depending on the traffic carried.
 GTP-U, UDP, SCTP, IP and Ethernet are explained later in this chapter.
 3.2 Mul Protocol stack
 The interface shown in Figure 2-5 summarizes the O&M protocol stacks in the
 LTE RBS6000. As a part of the transport network configuration this stack has to
 be prepared from the RBS side.
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 TCP/UDP
 RBS
 O&M Appl
 IP
 L2
 L1
 TCP/UDP
 OSS / PC
 O&M Appl
 IP
 L2
 L1
 Mul
 Operation and Configuration
 The L1 and L2 may be implement over:
 •Fast Ethernet- which is the case for local access
 •Gigabit Ethernet – which is the case for remote
 access
 O&M Applications could include:
 HTTP, Telnet, SSH, FTP, SFTP, IIOP,
 SSL IOP, DNS, DHCP, NTP
 Figure 2-5 Mul protocol stack
 As explained earlier, the Mul-interface to the O&M servers (OSS-RC being one
 of them) is made first before the S1-and X2- connections are established.
 3.3 S1 and X2 Protocol stacks
 The interfaces shown in Figure 2-6 and Figure 2-7 below are used to connect the
 eNodeB to the SAE (S1) and to other eNodeBs (X2).
 Layer 1 represents the physical layer which could be, for example, optical,
 electrical or wireless (for example MINI-LINK). Layer 1 defines how bits could
 be physically transferred between two network nodes.
 Layer 2 is typically the Ethernet layer, but it could also be some other data link
 layer such as PPP (Point to Point Protocol) with MPLS (Multi Protocol Labeled
 Switching). In RBS6000, only Ethernet is supported as layer 2.
 Layer 3 is the Internet Protocol in LTE RAN, and the IP layer plus the transport
 protocol it carries (e.g. SCTP, UDP, TCP) are often referred to as the IP Suite.
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 SCTP
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 S1-AP
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 Figure 2-6 S1 Protocol Architecture
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 3.4 Synchronization sources
 RBS synchronization functions align two types of clocks in RBSs:
 • The real-time clock for O&M events. It uses the O&M
 network to get the real-time clock from one (or several) NTP
 server(s). Real-time clock synchronization using NTP is
 independent from system clock synchronization using NTP.
 The different synchronization functions normally use different
 NTP servers.
 • The system clock for synchronization of the Uu interface
 RBSs use the Network Synchronization function to lock the system clock to an
 external clock source obtained either over NTP, GPS, or Stand Alone
 Synchronization Equipment (SASE).
 A radio network can operate in asynchronous or synchronous mode. Valid for
 both modes is that the carrier frequencies on the Uu interfaces are synchronized
 to an external clock source. Additionally, in a synchronous network the radio
 frames are synchronized to an absolute time provided by the clock source.
 The “Clock Source over NTP” feature is not used for the real-time clock.
 The system clock in the RBS has different states. The three main states are:
 • LOCKED MODE: In normal operation, RBS synchronized to a
 primary reference clock (PRC).
 • HOLDOVER MODE: A clock that has lost its connection to
 the at least one reference source attempts to keep the frequency
 of the PRC.
 • FREE RUNNING MODE: The clock has never been in Locked
 mode and thus has never compared its oscillator with the PRC
 frequency, or that the maximum holdover time has elapsed.
 RBS 6000 can obtain its synchronization reference from different alternatives:
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 3.4.1.1 Clock Source over NTP (Synchronization over IP- SoIP)
 SoIP is a term used when Network Synch reference is obtained with the feature
 “clock source over NTP”. This feature synchronizes the carrier frequencies on
 the Uu interface to a standard NTP server. Synchronization over NTP eliminates
 the need for local external clock source equipment, such as a GPS unit at the RBS
 site.
 The RBS and the NTP server continuously send series of time-stamped messages
 over the IP network. These message series allow the RBS to calculate its
 oscillator frequency and phase drift compared to the NTP server frequency and
 phase, and to tune the RBS clock to the clock of the NTP server.
 Examples of when an NTP solution is more suitable than other clock source
 solutions:
 • It is impossible to obtain an unrestricted view of the sky for a
 GPS unit
 • The time accuracy of the NTP solution is adequate
 • The network operates in asynchronous mode
 An RBS can be connected to several NTP servers, each with a unique priority to
 control which server to use for synchronization.
 On request from the RBS6000 (client), a Time Server generates packets carrying
 the time stamps, and the client receives this synchronization information. The
 client uses the time stamps to generate and control the clocks.
 The timestamp packets are subject to delay variation by the IP network. This
 variation might affect the characteristics of the network synchronization.
 In the RBS, the required synchronization information from the IP packets is
 extracted using a Differential Time Method algorithm. Differential Time
 Methods are based on the time differences between a Time Server (=”NTP
 Server”) and the client (=eNodeB). The IP packet delays computed from the time
 stamps for the server and for the client allow the client to calculate its oscillator
 frequency drift compared to the Time Server frequency and to tune the client
 clock to the Time Server.
 In the RBS6000, when SoIP is used, if uses the same port (TN-A or TN-B) and
 IP address as the S1 and X2 interfaces do.
 135128623072012

Page 47
						

Transport and Radio Network Configuration
 LZT 123 9600 R2A © Ericsson AB 2011 - 47 -
 3.4.1.2 Clock Source over SASE
 Instead of (or as a complement to the) the SoIP, RBS6000 may get its network
 synchronization reference over a Stand Alone Synchronization Equipment
 (SASE). The SASE should provide 2048 kHz or 10 MHz reference.
 The long-term frequency accuracy of the reference should be one parts-per-
 billion (G.811 PRC), or at least 16 parts-per-billion (G.812 type II).
 Note that SASE and GPS cannot be used as preselected alternative clock sources
 simultaneously. SASE and SoIP are possible to use simultaneously.
 If SASE is used, then the Transport Network does not need to be prepared. The
 SASE source is fed in directly to the DUL (port that says “GPS”). This port is
 then defined as the synchronization reference.
 3.4.1.3 Clock Source over GPS
 Global Positioning System (GPS) is an external clock source requiring a GPS
 antenna with a receiver installed at the RBS site. The system clock is
 synchronized with the GPS signal independently of the performance of the IP
 transport network.
 A GPS receiver can provide two types of information for Uu interface
 synchronization:
 • A 1PPS signal for frequency synchronization of the system
 clock and carrier frequency synchronization of the Uu interface
 • Absolute time for time and phase synchronization of the Uu
 interface enabling operation of a network in synchronous mode
 Clock Source over GPS provides high availability, fast acquisition time, and low
 frequency error.
 The diagram below provides a summary of the synchronization function from a
 configuration point of view:
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 › Real-time clock for O&M
 events / alarms
 RBS6000
 NTP server NTP server
 “GPS” OR
 “SASE”
 O&MO&M
 SGw /
 MME/
 eNodeB
 S1
 /X2
 S1
 /X2
 › System clock for
 synchronization of Uuinterface
 › Clock source over NTP (SoIP)
 › Clock source over GPS
 › Clock source over SASE
 Figure 2-8 Synchronization overview
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 3.5 DUL hardware and MOM representations
 The Digital Unit for LTE (DUL) is the part of the RBS6000 where the traffic
 from S1 UP/CP, X2 UP/CP, SoIP and Mul terminate. The DUL, as is shown in
 figure below, is hardware prepared for a downlink throughput of 173 Mbit per
 second.
 Prepared for high peak rates› 2x2 MIMO
 › 64QAM DL & UL
 Prepared for the future› Support for LTE System Architecture Evolution
 › Support for multiple digital units & redundancy
 › Main unit
 Capacity› Up to 173Mbps throughput DL
 › Up to 56Mbps throughput UL
 IP transmission capability› All IP architecture with full non-blocking connectivity
 › 100/1000BASE-T
 › SFP slot for 1000BASE-X
 Interfaces
 PowerGPSEC-bus
 LMT (Local mgmt terminal)
 Site LAN/LMTEth × 2
 LED × 3DUL-DUL
 CPRI × 6
 Figure 2-9 Digital Unit for LTE (DUL)
 All connectors are front connectors, and the interfaces comprise, for example;
 • Power (– 48V)
 • GPS connector including RS422 RX and TX for GPS Data and GPS
 PPS via RS422.
 • RS 485 connector (EC in the figure) for connection of Common
 Cabinet equipment (e.g. fan and similar)
 • Serial interface (RS-232)
 • Connector for site LAN 100BASE-T (Fast Ethernet)
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 • Connector to transport Network; One Small Form Pluggable (SFP,
 Ethernet connector adapter) with support for 1000BASE-X (optical)
 and 1000BASE-T (electrical).
 • Front LEDs (green, yellow and red). The red led indicates hardware
 faults, the green shows operational information and the yellow typically
 indicates traffic or synchronization information.
 • Connector to other DUL: one connector comprising 1000BASE-T,
 Sync, and Master-Slave info.
 • A number of CPRI connectors with optical or electrical SFPs for
 connections to the Radio Units.
 In the figure below, the logical structure of the DUL is shown. The MOs related
 to transport and local access of the RBS6000 are pointed out.
 DUL
 GigabitEthernet
 port
 NetworkProcessor
 Unit(NPU)
 Termination of Base
 Band for LTE.
 InternalEthernetSwitch
 FastEthernet
 port
 MainProcessor
 (MP)
 SoIP
 Base Band
 CPRIport
 CPRIport
 CPRIport
 CPRIport
 CPRIport
 CPRIport
 IpAccessHostEt ,
 IpAccessSctp and
 IpInterface MOs for X1, S1
 and SoIP. Termination of IP
 and UDP.
 Two IP addresses can be stored on the MP. The local one in the
 MO EthernetLink (reached through the FE port) and the remote
 Mul address in the IpHostLink (reached through the Gbit port).
 This MO points out an IpInterface MO on the NPU. Here is also
 the termination of SCTP traffic (S1/X2 Control Plane), modelled
 by the MO Sctp.
 Tagged VLANs. Traffic for S1,
 X2, Mul and SoIP. The MO
 representing the port is
 GigaBitEthernet. This port
 can be either electrical or
 optical.
 Local Client Terminal (LCT)
 connected to this port. No
 VLAN. Modeled by MO
 MediumAccessUnit.
 Common Public
 Radio Interface
 ports to RUL.
 Figure 2-10 DUL logical structure
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 This is the way traffic is terminated in an RBS6000:
 User Plane (UP)
 All UP traffic (S1 and X2) arrives in the Downlink direction on the Gigabit
 Ethernet port. There are two possible ports to use on the DUL, but only one is
 active at a time. The operator thus has to select which one to use.
 The UP data IP and UDP layers are terminated on the Network Processor Unit
 (NPU), and the GTP-U TEID is mapped to a local session id internally. Then the
 GTP-U traffic is sent over Ethernet to the Base Band circuits. For the Uplink
 traffic, the procedure is the reverse of that for the downlink.
 Control Plane (CP)
 The CP traffic also arrives in the downlink direction to the NPU. The IP layer is
 terminated there and then the SCTP traffic is tunneled over Ethernet to the Main
 Processor (MP). The SCTP port number is used to identify where the signaling
 traffic came from. In the Uplink, the procedure is the reverse of that in the
 downlink direction.
 OaM traffic (Mul)
 Mul traffic arrives at the NPU where it is re-routed to the MP. On the MP the IP
 host takes care of terminating the IP layer.
 Synchronization over IP (SoIP)
 SoIP traffic is terminated on the NPU. The extracted time stamps are used to
 derive a control voltage to the oscillators on the timing unit in the LTE.
 The Managed Objects shown in Figure 2-10 have the following functions:
 • GigaBitEthernet: Represents the physical port used to connect
 the RBS to the Transport Network. The port could be either
 electrical or optical.
 • IpInterface: Holds parameters about the IP interface and IP
 network, e.g. the subnet size, the VLAN tag that IP packets using
 this interface will get, the default routers in the network and
 information about routing protocols. There is one IpInterface for
 the S1/X2 termination and another one for the Mul Termination.
 • IpAccessHostEt: The IP host of the S1/X2 Control Plane and
 User Plane traffic. Also IP host for the SoIP.
 • IpAccessSctp: A link between the IP host and the SCTP entity.
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 • Sctp: Models the characteristics for the SCTP protocol, e.g.
 number of simultaneous streams.
 • IPHostLink: Configures the IP host for OAM on the transport
 network interface (compare IpAccessHostEt for traffic)
 • MediumAccessUnit: Configures the Fast Ethernet port for local
 management
 • EthernetLink: configures the OAM Ip address used on the Fast
 Ethernet port
 3.6 On-site integration
 On-Site Integration can be carried out in three different ways as described in
 Chapter 1.
 The first way is by using the Autointegration with DHCP/DNS support. It
 requires an SMRS server to be available.
 The second option is to use Autointegration without DHCP/DNS support. Still, a
 Software Management and Repository Server (SMRS) is required, but the IP
 address of the node is set manually by the onsite integrator.
 The third option is to manually integrate the RBS. Since this way is most
 educational (it shows what happens in the “background” in the Autointegration
 procedure), it is the one chosen as the focus for this chapter. At the end of the
 chapter, the Autointegration procedure is also described.
 › Autointegration with DHCP/DNS support
 – SMRS is required
 › Autointegration without DHCP/DNS support
 – SMRS is required
 › Manual Integration
 – SMRS or the DHCP/DNS are not required
 Figure 2-11 Integration options
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 The figure below shows the integration flow with the steps covered by the On-
 Site integration highlighted and marked 1, 2 and 3. The three steps are described
 in this section. Note that step 1 always has to be run on site while step 2 and 3
 can be run either on site or with the Autointegration feature described later in this
 book.
 2.Site
 Basic(eNB)
 3.Site
 Equipment(eNB)
 4.DefineeNB
 in OSS-RC
 5.Define S1
 and X2with BCM
 6.Add RN
 withBCM
 7.UnlockS1 and
 cells
 8.Maketest
 Call (eNB)
 2. Site Basic, run onsite or
 via Autointegration to
 configure e.g.
 � NTP Servers for UTC
 time reference
 � NW Synch references
 � Single Logon Server
 (SLS)
 � OSS-RC connectivity
 1.Site
 Installation(eNB)
 1. Site Installation, always
 run on site to configure e.g.
 � OaM VLAN
 � DNS/DHCP
 � Node’s IP address (if
 not specified with auto-
 integration)
 � SMRS address
 3. Site Equipment, run onsite
 or via Autointegration to
 Configure Site Equipment,
 Sector Equipment and Radio
 Equipment, e.g.
 � Power system
 � Sector equipment
 � Antenna cable
 attenuation
 � External alarm Unit
 Optional: ”Autointegration RBS
 summary file” to point out server
 where Site Basic and Site Equipment
 files are stored.
 Figure 2-12 On-site Integration
 The following sections describe the three steps when they are performed
 manually.
 Observe that in case of Autointegration, only the Site Installation file is run. In
 that file, an SMRS server is pointed out so that the RBS can find a so called
 Autointegration RBS summary file. This file, in turn, points out the location
 (servers) where the RBS can find the files for Site Basic, Site Equipment,
 Licensing keys and Upgrade package(s). (These information can also be filled in
 manually (in the RBS Element Manager GUI)).
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 3.6.1 Step 1 – Site Installation file
 The Site Installation file has to be run on site regardless of whether the node is
 auto-integrated or manually integrated. The purpose of the file is to instruct the
 RBS on how to connect to the OaM network by giving it, for example, VLAN
 settings, an IP address (if DHCP is used, this is not mandatory), subnet size,
 default gateway address and DNS settings.
 An example of a Site Installation File is shown below.
 <siteinstall:RbsSiteInstallationFile xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:schemaLocation="http://www.ericsson.se/SiteInstallationSchemaSiteInstallation.xsd" xmlns:siteinstall="http://www.ericsson.se/SiteInstallationSchema">
 <Format revision=“H"/>
 <InstallationData logicalName="%Node Name%" vlanId="3100" rbsIntegrationCode="%rbsIntegrationCode%">
 <OamIpConfigurationData
 ipAddress="%IP Address%" subnetMask="255.255.240.0" defaultRouter0="10.200.0.1">
 <DnsServer ipAddress="10.212.100.10"/>
 </OamIpConfigurationData>
 <SmrsData address="%SMRS Data address%" summaryFilePath="%Summary File Path%"/>
 </InstallationData>
 </siteinstall:RbsSiteInstallationFile> xxx
 Figure 2-13 Site Installation File Example
 The format of the file and all its parameters are described in the CPI document
 Configuration Files (RBS6000 library). Refer to that document for details about
 the file structure. Note that for the manual integration case, the SMRS Data, the
 DNS Server Information and the DHCP Client Identifier are not required as input
 in the file. After the file is run, the MOs shown in Figure 2-14 are configured.
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 Equipment
 Subrack
 Slot
 PlugInUnit
 ExchangeTerminalIp
 IpInterface
 ManagedElement
 GigaBitEthernet
 IpOam
 IpHostLink
 Ip
 The remote OaM address
 of the eNodeB is set
 (attribute ipAddress)- vid is configured to hold the VLAN for the OaM traffic
 - defaultRouter0 holds the address of the default gateway
 - networkPrefixLength is set to give the subnetwork size
 - vLan is set to True or False
 Grey objects = Not affected
 White objects = Affected
 The attribute
 dhcpClientIdentifier is set.
 The attribute logicalNameis set.
 ENodeBFunction
 RbsConfiguration
 - The defDomainName is set
 - The dnsServerAddress is set
 Figure 2-14 Site Installation File- Affected MOs
 How to run the files in the RBS6000 is described in the last section of this
 chapter.
 In the Site Installation file, there are two optional fields called address and
 summaryFilePath. These are pointing out the location where the Autointegration
 RBS summary file can be found. This file, which is exemplified in the figure
 below , contains information about where the Site Basic file, the Site Equipment
 file, the Licensing Key file and the Upgrade Package file can be found. This
 information is only used if the Autointegration option is used.
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 <summary:AutoIntegrationRbsSummaryFile
 xmlns:summary="http://www.ericsson.se/RbsSummaryFileSchema" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:schemaLocation="http://www.ericsson.se/RbsSummaryFileSchema
 SummaryFile.xsd">
 <Format revision=“F"/>
 <ConfigurationFiles
 siteBasicFilePath="%SiteBasic File Path%"
 siteEquipmentFilePath="%Site Equipment File Path%" licensingKeyFilePath="%Licensing File Path%" upgradePackageFilePath="%UP FilePath%"
 initialSecurityConfigurationFilePath="%ForIPsec_path%"/>
 </summary:AutoIntegrationRbsSummaryFile>
 Figure 2-15 Autointegration RBS summary file example
 3.6.2 Step 2 – Site Basic file
 This section describes the manual procedure for running the Site Basic file.
 The Site Basic information covers, for example, NTP server information. Each
 node in a network is configured with the so-called UTC time (Coordinated
 Universal Time). The idea is that every single node in the system should have a
 common time configured so that alarm lists and performance events can be time
 aligned. Up to three NTP servers can be specified to maintain the UTC time in an
 RBS6000.
 Another important thing that is configured in the Site Basic state is the Network
 Synchronization source for the RBS (not to be confused with the UTC time
 references). Up to eight (8) different sources can be defined. Each of them should
 be of either of these types:
 • NTP Server (even though this could be the same server as the
 one used for the UTC clock synchronization, they are often two
 different ones).
 • GPS (locally connected to the front of the DUL).
 • Local oscillator of 1.5, 2 or 10 MHz (also connected locally to
 the DUL)
 An example of a Site Basic file is shown in figure below.
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 <sitebasic:SiteBasic xmlns ............... ><Format revision=”T"/>
 <ENodeBFunction upIpAccessHostRef="2"><RbsConfiguration ossCorbaNameServer=”10.1.6.7"/>
 </ENodeBFunction><Ip dnsServer1="10.212.100.10" dnsServer2="10.212.100.11"/><IpInterface ipInterfaceId="2" ipInterfaceSlot="DU-1" defaultRouter0="10.100.0.1"
 networkPrefixLength="20" vid="2100" /><ManagedElementData ntpServerAddressPrimary="10.212.101.10"
 ntpServiceActivePrimary="TRUE" ntpServerAddressSecondary="10.212.101.11" ntpServiceActiveSecondary="TRUE" ntpServerAddressThird="10.212.101.12" ntpServiceActiveThird="TRUE" nodeLocalTimeZone="ECT" daylightSavingTime="FALSE" swServerUrlList="ftp://intra.example.com/sw/property.file"/>
 <IpSystem> <IpAccessHostEt ipAccessHostEtId="1" ipInterfaceMoRef="DU-1-IP-2" ipAddress=”10.1.6.8">
 <IpSyncRef ipSyncRefId="1" ntpServerIpAddress="10.100.0.10"/><IpSyncRef ipSyncRefId="2" ntpServerIpAddress="10.100.0.11"/>
 </IpAccessHostEt>
 <IpAccessSctp ipAccessHostEtRef1="1"/></IpSystem>
 <TuSyncRef tuSyncRefId="1" tuSyncRefSlot="DU-1"/><Synchronization syncPriorityRef1="DU-1-1" syncPriorityRef2="IP-1-1" syncPriorityRef3="IP-1-2"/>
 </sitebasic:SiteBasic>TuSyncRef is first defined (GPS or SASE connected to front port of the DUL). That TuSyncRef source, NTP server 1 and NTP server 2 are then selected as
 prio 1, 2 and 3 respectively for network Synch.
 NTP servers for
 network synch source
 NTP servers for O&M
 OSS-RC address How to reach the
 O&M network
 Figure 2-16 Site Basic File Example
 The format of the file and all its parameters are described in the CPI document
 Configuration Files (RBS6000 library). Refer to that document for details about
 the file structure.
 Note that the row containing the tag IpSyncRef defines the SoIP client in the
 RBS (MO IpSyncRef) and it also creates a reference from the MO
 Synchronization to this reference. The default priority for this reference is 5.
 The row containing the NetworkSync tag defines other NW synch options such
 as a GPS. There you can manually set the priority and also the DUL where the
 sync source is connected. Only DU-1 is possible to select in L10.
 The ossCorbaNameServer reference points out the OSS-RC server in the
 network. The result is that the Mul interface is established after this file has been
 run.
 The MOs affected by the Site Basic file are shown in Figure 2-17 below. The
 attributes set are shown in the figure.
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 Equipment
 Subrack
 Slot
 PlugInUnit
 ExchangeTerminalIp
 IpInterface
 ManagedElement
 GigaBitEthernet
 IpAccessHostEt
 IpSyncRef
 syncReference
 syncRefPriority
 - vid
 - defaultRouter0
 - networkPrefixLength
 - vLan
 Grey objects = Not affected
 White objects = Affected
 - logonServerAddress
 - documentServerAddress
 - ntpServerAddressPrimary
 - ntpServerActivePrimary
 - ntpServerAddressSecondary
 - ntpServerActiveSecondary
 - nodeLocalTimeZone
 - daylightSavingTime
 - swServerUrlList
 - docLibUserDefined
 ManagedElementDataENodeBFunction
 RbsConfiguration
 TransportNetwork
 Synchronization
 - ossCorbaNameServiceAddress
 - IpSyncRefId
 - ntpServerIpAddress
 - ipAddress used
 for S1, X2 and SoIP
 TuSyncRef
 Represents a GPS
 or local oscillator
 used for NW sync.
 Figure 2-17 Site Basic File - Affected MOs
 Note that the IpAccessHostEt and the IpInterface MOs defined here are the
 same ones that later are used for the S1 and X2 interfaces (the same IP address,
 IP subnet, VLAN and default gateway). After the Site Basic file there are two
 IpInterface MOs defined in the RBS- one for the OaM host and the other for
 S1/X2/SoIP traffic.
 3.6.3 Step 3 - Site Equipment file
 The purpose of this file is to set parameters defining external alarms, external
 controls, power supply, antenna equipment, and radio equipment for the RBS.
 The script provided below is only an example, and may look different depending
 on the type of RBS, type of antenna solution and the type of configuration
 (MIMO/SIMO, etc.).
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 <siteeq:SiteEquipment xmlns: .... >
 <Format revision=”M"/>
 <NodeData site=”%Site%"/>
 <CommonSupportSystem supportSystemControl="TRUE”
 cabinetType=”RBS6201v2”>
 <HwUnit unitType="PSU-1">
 <siteeq:EcPort ecPortId="1" hubPosition="A3"/>
 </HwUnit>
 ...
 ...
 </CommonSupportSystem>
 <SectorEquipment sectorFunctionId="1">
 <RadioEquipment>
 <RadioUnit unitId="RU-1-1" primaryPort="DU-1-A"/>
 <RadioUnit unitId="RU-1-2" primaryPort="DU-1-D"/>
 </RadioEquipment>
 <AntennaEquipment>
 <RfBranchRef rfBranchId="1-1" />
 <RfBranchRef rfBranchId="1-2" />
 </AntennaEquipment>
 </SectorEquipment>
 <CommonAntennaSystem>
 <AntennaUnitGroup antennaUnitGroupId="1">
 <AntennaUnit antennaUnitId="1">
 <AntennaSubunit antennaSubunitId="1">
 <AuPort auPortId="1"/>
 <AuPort auPortId="2"/>
 </AntennaSubunit>
 </AntennaUnit>
 <RfBranch rfBranchId="1" rfPortRef="RU-1-1-A"
 dlAttenuation="%dlAttn%" ulAttenuation="%ulAttn%"
 dlTrafficDelay="%dlTrfcDlay%” ulTrafficDelay="%ulTrfcDlay%">
 <AuPortRef auPortId="1-1-1"/>
 </RfBranch>
 ......
 <AntennaNearUnit antennaNearUnitId="1" rfPortRef="RU-1-1-A"
 anuType="IUANT" iuantDeviceType="2">
 <TmaSubUnit tmaSubUnitId="1" rfBranchRef="1"
 dlAttenuation="%tmaDlAttn%" dlTrafficDelay="%tmaDlTfcDlay%"
 ulTrafficDelay="%tmaUlTfc Dlay%"/>
 </AntennaNearUnit>
 <AntennaNearUnit antennaNearUnitId="1"
 anuType="IUANT" rfPortRef="RU-1-1-D" iuantDeviceType="17">
 <RetSubUnit retSubUnitId="1"
 antennaSubunitRef="1"/>
 </AntennaNearUnit>
 </AntennaUnitGroup>
 </CommonAntennaSystem>
 </siteeq:SiteEquipment>
 Figure 2-18 Site Equipment File Example
 3.7 S1 and x2 TN Configuration
 The S1 and X2 interfaces share the same IP address, IP subnet, VLAN and
 default gateway settings. These settings are used for both the Control and User
 planes. Moreover, from the first steps of the RBS integration (the Site Installation
 and the Site Basic files), several of the Managed Objects required for the S1 and
 X2 termination have already been defined.
 This section covers all the required MOs and some important parameters when
 configuring them. For more detailed information, refer to the CPI document
 Transport Network Configuration in the RBS6000 library for LTE.
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 2.
 SiteBasic(eNB)
 3.
 SiteEquipment
 (eNB)
 4.
 DefineeNB
 in OSS-RC
 5.
 Define S1and X2
 with BCM
 6.
 Add RNwithBCM
 7.
 UnlockS1 and
 cells
 8.
 Maketest
 Call (eNB)
 The X2 interface IP address
 has to be configured (this is
 the same address used for
 S1 and SoIP). The eNodeB
 will find its neighbors (X2
 interfaces) automatically
 with the Automatic
 Neighbour Relation (ANR)
 feature.
 1.
 SiteInstallation
 (eNB)
 Defining the eNodeB in
 OSS-RC means adding
 representations for it such
 as IP address, password,
 physical site, time zone, SW
 backup servers etc. The
 tool used for this is called
 ARNE (Add Remove
 Network Element).
 Figure 2-19 Configuring the S1 and X2 interfaces
 Before the tools in OSS-RC can be used, the RBS first has to be given a logical
 representation in the OSS server. This is done with a tool called ARNE
 (Add/Remove Network Element). Adding a node with ARNE can be done either
 with a graphical user interface or with a command line interface. The command
 line interface requires an input file (see Figure 2-20).
 Among the logical information given, the following things can be mentioned:
 • The physical location where the RBS is placed (siteInfo).
 • The RBS IP address
 • OaM security on or off
 • Related FTP servers
 For more information about the ARNE file structure, refer to the OSS-RC CPI
 library where both the ARNE GUI and ARNE Import/Export user guides are
 located.
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 <?xml version="1.0" encoding="UTF-8"?>
 <NodeData xmlns="http://www.ericsson.se/teng" xmlns:xsi=“xxxx" xsi:schemaLocation=“xxxx.xsd">
 <ManagedElement>
 <topologyInfo>
 <subNetworkGroup>%SubNetwork Group%</subNetworkGroup>
 <nodeName>%Node Name%</nodeName>
 <isManaged>true</isManaged>
 <managedElementType>ERBS</managedElementType>
 <sourceType>Cello 8.0</sourceType>
 <managedServiceAvailablity>1</managedServiceAvailablity>
 <nodeVersion>R1</nodeVersion>
 </topologyInfo>
 <connectivityInfo>
 <ipAddress>%IP Address%</ipAddress>
 <nodeSecurityState>ON</nodeSecurityState>
 <ftpBackUpStore>%ftpBackUpStore%</ftpBackUpStore> <ftpSwStore>%ftpSwStore%</ftpSwStore>
 <ftpLicenseKey>%ftpLicenseKey%</ftpLicenseKey>
 <ftpAutoIntegration>%ftpAutoIntegration%</ftpAutoIntegration>
 <protocolInfo>
 <protocolType>CORBA</protocolType>
 <port>0</port>
 <protocolVersion>V2.3</protocolVersion>
 </protocolInfo>
 </connectivityInfo>
 <securityInfo>
 <Username>admin</Username>
 <Password>change_me</Password>
 <ConfirmPassword>change_me</ConfirmPassword>
 <SecureUsername>admin</SecureUsername>
 <SecurePassword>change_me</SecurePassword>
 <ConfirmSecurePassword>change_me</ConfirmSecurePassword>
 </securityInfo>
 <mimVersion>%MIM Version%</mimVersion>
 <autoSynch>true</autoSynch>
 <sitestate>Existing</sitestate>
 <sitename>%Site%</sitename>
 </ManagedElement>
 </NodeData>
 Figure 2-20 ARNE input file
 Once the RBS is represented in the OSS-RC, either BCM or BSIM can be used to
 configure the Transport Network and Radio Network definitions. To set up the
 Transport Network, i.e. the user plane and the control plane for S1 and X2, the
 MOs shown below have to be configured.
 Note that if the Network Synchronization defined in the Site Basic file was of
 IpSyncRef type, the IpAccessHostEt and IpInterface MOs are already created
 and hence the Transport Network configuration comes down to three MOs
 (creation of the objects IpAccessHostSctp and Sctp and an update of the object
 ENodeBFunction).
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 Equipment
 Subrack
 Slot
 PlugInUnit
 ExchangeTerminalIp
 IpInterface
 ManagedElement
 GigaBitEthernet
 TransportNetworkIpSystem
 SctpIpAccessSctpIpAccessHostEt
 A representation of
 access for SCTP to
 an IP host located on
 an Exchange
 Terminal Device.
 Holds the IP address for
 the User and Control
 planes. If the Network
 Synchronization was
 defined as IpSyncRef
 (SoIP) in the Site Basic file,
 this MO is already defined.
 If the Network Synchronization was defined as
 IpSyncRef (SoIP) in the Site Basic file, this MO
 and its parents (ExchangeTerminalIp and
 IpInterface) are already defined.
 Grey objects = Already defined
 White objects = To be created here
 Represents an SCTP
 host.
 ENodeBFunction
 sctpRef points out the Sctp MO.
 dscpLabel marks the IP packets
 with correct QoS for CP, PM and
 NAS. eNBId and eNBPlmnId are
 used to identify the eNB over the
 S1 interface.
 Figure 2-21 MOs to configure for S1 and X2 (1/2)
 The SCTP parameters that must be configured (in the MO Sctp) to ensure proper
 operation of the SCTP layer are described in the next two figures below.
 The default values sometime differ from the recommended value as the MOM is
 shared with WCDMA and some of the attribute default values apply to WCDMA
 nodes such as the Radio Network Controller (RNC). The operator can change
 these values depending on their network topology (and expected delays) and
 expected signaling load.
 135128623072012

Page 63
						

Transport and Radio Network Configuration
 LZT 123 9600 R2A © Ericsson AB 2011 - 63 -
 217maxIncomingStream
 Must be less than or equal to ”hearbeatPathProbingInterval”
 4040maximumRto
 [0.01 sec]
 2020initialRto
 [0.01 sec]
 16384
 100
 1
 2
 20
 Recommended value in eNodeB
 32768initialAdRecWin
 [bytes]
 Must be less or equal to ”hearbeatInterval” AND must be less or equal to ”hearbeatInterval”
 500heartbeatPathProbingInterval
 [0.01 second]
 0 means path probing is NOT used 0heartbeatMaxBurst
 Must be greater than or equal to
 ”hearbeatPathProbingInterval”
 30heartbeatInterval
 [seconds]
 8associationMaxRtx
 [attempts]
 CommentDefault valueAttribute
 217maxIncomingStream
 Must be less than or equal to ”hearbeatPathProbingInterval”
 4040maximumRto
 [0.01 sec]
 2020initialRto
 [0.01 sec]
 16384
 100
 1
 2
 20
 Recommended value in eNodeB
 32768initialAdRecWin
 [bytes]
 Must be less or equal to ”hearbeatInterval” AND must be less or equal to ”hearbeatInterval”
 500heartbeatPathProbingInterval
 [0.01 second]
 0 means path probing is NOT used 0heartbeatMaxBurst
 Must be greater than or equal to
 ”hearbeatPathProbingInterval”
 30heartbeatInterval
 [seconds]
 8associationMaxRtx
 [attempts]
 CommentDefault valueAttribute
 Figure 2-22 Recommended SCTP settings (1/2)
 2= IP_PATHS_OPTIMIZED20pathSelection
 10 for MH MME
 20 for SH MME
 4pathMaxRtx
 [attempt]
 12192nThreshold
 [kiloByte]
 48
 10
 16
 556
 2
 Recommended value in eNodeB
 Assuming 16 S1 (MME pool) and 32 X2-interfaces -numberOfAssociations
 10minimumRto
 [0.01 sec ]
 256mBuffer
 [kiloBytes]
 Prevents situations where fragmentation of IP/SCTP
 packets will occur in the network (maxUserDataSize and IP header in total will not exceed the MTU size. A higher value
 than the recommended can be used as long as the MTU size used in the network is not exceeded)
 1480maxUserDataSize
 [byte]
 17maxOutgoingStream
 CommentDefault valueAttribute
 2= IP_PATHS_OPTIMIZED20pathSelection
 10 for MH MME
 20 for SH MME
 4pathMaxRtx
 [attempt]
 12192nThreshold
 [kiloByte]
 48
 10
 16
 556
 2
 Recommended value in eNodeB
 Assuming 16 S1 (MME pool) and 32 X2-interfaces -numberOfAssociations
 10minimumRto
 [0.01 sec ]
 256mBuffer
 [kiloBytes]
 Prevents situations where fragmentation of IP/SCTP
 packets will occur in the network (maxUserDataSize and IP header in total will not exceed the MTU size. A higher value
 than the recommended can be used as long as the MTU size used in the network is not exceeded)
 1480maxUserDataSize
 [byte]
 17maxOutgoingStream
 CommentDefault valueAttribute
 Figure 2-23 Recommended SCTP settings (2/2)
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 The maxUserDataSize attribute is set to only 556 Bytes to prevent situations
 where SCTP packets cannot fit in an IP packet (minimum MTU size is 576 octets
 and the IP header is 20 octets). A higher value can be used as long as the MTU
 size used in the network can guarantee that IP Reassembly will not be required
 for SCTP packets.
 Note that the actual setup of the S1 and X2 interfaces does not take effect until
 the sctpRef attribute in the MO eNodeBFunction is set.
 In the figure below, the S1 and X2 specific MOs are shown along with the
 attributes to configure.
 The S1 interface can be set up either manually or automatically. The parameter
 dnsLookupOnTai in MO eNodeBFunction controls which option to use. Default
 is ‘on’, which means automatic setup. If this is the case, the TAI (Tracking Area
 Identity) controls which MME(s) to connect to at cell creation.
 The X2 interface, modeled by the MO TermPointToENB, can be created
 manually or with the Automatic Neighbor Relation (ANR) feature. The ANR
 feature requires that the interface has not already been created, that it is not in the
 X2 blacklist and that hand over is allowed to the external cells belonging to the
 eNodeB to which the X2 interface is set up.
 For further details about each attribute, refer to the MOM in the most recent CPI
 release.
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 ManagedElement
 Grey objects = Already defined
 White objects = To be created here
 ENodeBFunction
 domainName for MME
 ipAddress1 to MME
 ipAddress2 to MME
 TermPointToMme
 0..64
 EUtraNetwork
 ExtrernalENodeBFunction
 TermPointToENB
 ctrlMode for access rights to this MO
 domainName for eNB
 ipAddress to eNB
 0..1
 0..256
 1..1
 1..1
 Representation of other eNodeB
 Attribute dnsLookupOnTai
 decides if S1 should be set up automatically or manually.
 Figure 2-24 MOs to configure for S1 and X2 (2/2)
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 4 Radio network Configuration
 Figure below shows the Managed Object Model representations used for the
 Radio Network. From a configuration point of view, only a couple of the
 Managed Objects need to be created by the operator, others are created
 automatically. Only those that are mandatory to bring an eNodeB into service are
 covered here.
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunction
 EUtranCellRelation
 ExternalENodeB
 Function
 ExternalEUtranCellFDD or
 ExternalEUtranCellTDD
 Paging
 UeMeasControlUeMeasControlEUtranFrequency
 EUtranFreqRelation
 Created as a part of the ANR functionAuto-created with default values
 Figure 2-25 Radio Network Managed Object Model
 As the figure indicates only the EUtranCellFdd/EUtranCellTdd and the
 SectorEquipmentFunction need to be created by the operator to bring a basic
 LTE network. The Automated Neighbor Relation (ANR) function will define the
 neighbor relations- (for which the DNS server and the allowed/disallowed
 eNodeBs in the eNodeBFunction MO are used).
 In the following subsections, attributes related to the following MOs are listed:
 135128623072012

Page 67
						

Transport and Radio Network Configuration
 LZT 123 9600 R2A © Ericsson AB 2011 - 67 -
 • EUTRAN cells - included in the EUtranCellFdd MO class.
 This MO needs to be created by the operator.
 • Paging - included in the Paging MO class. This MO is auto-
 created with default values.
 • Radio connection supervision - included in the Rcs MO class.
 This MO is auto-created with default values.
 • Sector functions - included in the SectorEquipmentFunction
 MO class. This MO is created as a part of the Site Equipment
 Configuration.
 • Security handling - included in the SecurityHandling MO class.
 This MO is auto-created with default values.
 • User Equipment (UE) measurement control - included in the
 UeMeasControl MO class. This MO is auto-created with
 default values.
 The generic MO operations to use are create, delete, and setAttribute, using
 Element Manager or other user interfaces such as BCM or AMOS.
 For session continuity, it might be necessary to have frequency/cell relations to
 other systems. The diagram below shows how the eUtranCellFdd or
 eUtranCellTdd are related to the MOs representing other systems. The other
 systems could be Cdma2000, WCDMA UTRAN or GSM RAN (GERAN) access
 networks. The term “Inter Radio Access Technology” or “IRAT” is often used to
 describe this relation.
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 Cdma2000Network
 ExternalCdma2000Cell
 Cdma2000
 FreqBand
 Cdma2000Freq
 UtraNetwork
 Utran
 Frequency
 ExternalUtranCellFdd
 EUtranCellFdd or
 EUtranCellTdd
 Utran
 FreqRelation
 Utran
 CellRelation
 Cdma2000FreqBand
 Relation
 Cdma2000CellRelation
 Cdma2000
 FreqRelation
 Geran
 FreqGroupRelation
 GeranCell
 Relation
 GeraNetwork
 ExternalGeran
 Cell
 Geran
 FreqGroup
 GeranFrequency
 Figure 2-26 MOs related to IRAT interworking
 The details of the IRAT interworking are not described any further in this book.
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 4.1.1 EUtranCell Configuration
 Before the eUtranCellFdd or the eUtranCellTdd MO can be defined, the sector
 must already have been configured. Note that most of the parameters listed
 below already have default values!
 The figure below shows the main areas of configuration in the EUtranCellFdd or
 EUtranCellTdd Managed Object.
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 Used to configure e.g.
 - Cell Identities
 - Bandwidth and Radio Channels
 - Maximum RF Output Power
 - Antenna Configuration
 - Cell User Capacity and QoS
 - Cell Availability
 - Scheduling and Interface Management
 - Cell Handover
 EUtranCellFDD orEUtranCellTDD
 Used to configure e.g.
 - Cell Identities
 - Bandwidth and Radio Channels
 - Maximum RF Output Power
 - Antenna Configuration
 - Cell User Capacity and QoS
 - Cell Availability
 - Scheduling and Interface Management
 - Cell Handover
 EUtranCellFDD orEUtranCellTDD
 Figure 2-27 EUtranCellFDD or EUTRANCellTDD
 4.1.1.1 Cell Identities:
 The following attributes provide identifying information for the cell in the
 network:
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 bPlmnList:
 Public Land Mobile Network (PLMN) ID of the cell. The PLMN ID combines
 the following codes: Mobile Country Code (MCC) of 3 digits and the Mobile
 Network Code (MNC) of 2 - 3 digits (the correct number of digits is set in the
 attribute mncLength. For example, if the MCC=125 and the MNC=46, then the
 plmnId=12546.
 cellId:
 RBS internal ID for the EUtranCell. Must be unique in the RBS. Together with
 the RBS ID and PLMN this is a universally unique Cell ID, and is used as a part
 of the e-CGI (together with the MCC-MNC and eNodeBId). eCGI is
 unambiguous.
 physicalLayerCellIdGroup:
 Physical-layer cell IDs are grouped into 168 unique physical-layer cell ID groups,
 each group containing 3 unique subidentities. This attribute identifies the group.
 This attribute and physicalLayerSubCellId are used to calculate physical
 layer cell ID (see 3GPP TS 36.211) that is sent as part of the system information
 (see 3GPP TS 36.331).
 physicalLayerSubCellId:
 Physical-layer cell identities are grouped into 168 unique physical-layer cell-
 identity groups, each group containing 3 unique subidentities. This attribute
 identifies the subidentity within the group. This attribute and
 physicalLayerCellIdGroup are used to calculate the physical layer cell
 identity (see 3GPP TS 36.211) that is sent as part of the system information (see
 3GPP TS 36.331).
 The Physical Cell Id (PCI) is calculated by the UE based on the
 physicalLayerCellIdGroup (0-2) and the physicalCellSubCellId (0-167), giving a
 504 combinations. Note that PCI can be ambiguous on the network level.
 sectorFunctionRef:
 Reference to the SectorEquipmentFunction MO to which the EUtranCellFdd
 belongs.
 tac:
 Tracking area code for the EUTRAN cell. A TA is the set of E-UTRA cells in a
 PLMN, identified by a common Tracking Area Code (TAC) in the system
 information. When a UE registers itself in the network, the core network stores
 information about the tracking area where the registration is performed. This
 information is used, for example, to assist the UE paging.
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 The tracking area update procedure is used by the UE to update the registration of
 its actual location in the network. The core network provides the UE with a list of
 tracking areas where the registration is valid. The UE performs a new
 registration, either after a certain time (periodic registration), or when it enters a
 new tracking area where the registration is no longer valid. The operator
 configures the TAC associated with each cell.
 4.1.1.2 Bandwidth and Radio Channels
 The following attributes identify bandwidth and channel numbers for the cell:
 earfcndl:
 The mapping from channel number to physical frequency is for specified E-
 UTRA bands described in 3GPP specification TS 36.104. The values that can be
 used depend on national, operator specific frequency allocation as well as from
 the supported frequency band(s) of the equipment in the eNodeB.
 dlChannelBandwidth:
 Downlink channel bandwidth in the cell. Valid values include 1400
 (1.4MHz), 3000 (3MHz), 5000 (5MHz), 10000 (10 MHz), 15000 (15
 MHz) or 20000 (20 MHz), specifying the bandwidth in which the LTE is
 deployed
 earfcnul:
 Specifies the channel number for the central UL frequency. The mapping from
 channel number to physical frequency is for specified E-UTRA bands described
 in 3GPP TS 36.104. The values that can be used depends on national, operator
 specific frequency allocation as well as from the supported frequency band(s) of
 the equipment in the eNodeB.
 ulChannelBandwidth:
 Uplink channel bandwidth in the cell. Valid values include 1400, 3000, 5000,
 10000, 15000, 20000.
 Note: Some bandwidth-related attribute values require proper licenses.
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 4.1.1.3 Maximum RF Output Power
 The following attributes affect maximum RF output power:
 maximumTransmisionPower:
 Maximum possible power at the antenna reference point for all DL channels used
 simultaneously in a cell. (Setting partOfRadioPower on the MO
 EUtranCellFdd or confOutputPower on the MO SectorEquipmentFunction has
 an impact on this attribute.)
 partOfRadioPower:
 The requested part of the total radio power per antenna connector to allocate to
 the cell. When the total amount of power per antenna connector is over 100%
 when the cell is unlocked, an alarm is generated. This value is used for all
 antenna connectors used by the cell.
 pMaxServingCell:
 Pmax to be used in the cell. If not found, the UE applies the maximum power
 according to the UE capability.
 pZeroNominalPucch:
 Nominal component of the UE transmit power for Physical Uplink Control
 Channel (PUCCH).
 pZeroNominalPusch:
 Nominal component of the UE transmit power for Physical Uplink Shared
 Channel (PUSCH).
 4.1.1.4 Antenna Configuration
 The following attributes provide information the antenna configuration of the
 cell. Observe that changes of these parameters may affect traffic!
 noOfRxAntennas
 The number of antennas that can be used for receiver diversity
 noOfTxAntennas
 The number of antennas that can be used for MIMO or for transmitter diversity
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 Note: Some antenna configurations require licenses.
 4.1.1.5 Cell user capacity and QoS
 The following attributes provide information regarding the cell user capacity and
 QoS:
 noOfPucchCqiUsers
 Number of Channel Quality Identifier (CQI) resources available on the Physical
 Uplink Control Channel (PUCCH) channel.
 noOfPucchSrUsers
 Number of scheduling request resources available on the Physical Uplink Control
 CHannel (PUUCH).
 qciTableRef
 Refers to the MO QciTable and assigns a QoS Class Identifier (QCI) table to a
 cell.
 Note: The QciTable MO must exist before the reference can be made. See QoS
 configuration later in this chapter.
 4.1.1.6 Cell Availability
 The following attributes provide information about cell availability.
 acBarringInfo:
 Contains all access barring information
 cellBarred:
 Specifies if the cell is required for a specific purpose and should not be accessible
 by random user equipment.
 cellReservedForOperatorUse:
 Specifies if the cell is reserved for operator use.
 135128623072012

Page 74
						

LTE L11 Configuration
 - 74 - © Ericsson AB 2011 LZT 123 9600 R2A
 4.1.1.7 Scheduling and interface management
 The following attributes provide information about scheduling and interference
 management for the cell:
 configurableFrequencyStart
 Start frequency offset for resource allocation when downlink interference
 management is disabled. The value is a percentage of the bandwidth available.
 The attribute dlInterferenceManagementActive must be disabled for this
 parameter to take effect.
 dlInterferenceManagementActive
 Enables or disables downlink interference management.
 frameStartOffset
 Frame start offset of the cell. Caution! Changes may affect traffic.
 nrOfSymbolsPdcch
 Number of Orthogonal Frequency-Division Multiplexing (OFDM) symbols used
 for the Physical Downlink Control Channel (PDCCH).
 UInterferenceManagementActive
 Enables or disables uplink interference management.
 4.1.1.8 Cell Handover
 The following attributes configure handover in the cell:
 The following attributes configure handover in the cell. Worth mentioning is that
 several of the feature-controlled attributes described in this section (e.g.
 redirectionInfoRefPrio1-3 and systemInformationBlock6-8) are under license
 control.
 minBestCellHoAttempts
 Number of attempts for handover to a cell better than the serving one, before
 handover is attempted to the next best cell. If there is no next best cell in the UE
 report, handover to the best cell is attempted repeatedly.
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 redirectionInfoRefPrio1 /2 /3
 Refers to a managed object instance containing redirection information for this
 EUtranCellFDD. This reference should be set to a Cdma2000Freq,
 UtranFrequency, or GeranFreqGroup instance.
 systemInformationBlock3
 Contains cell reselection information common for intra-frequency, inter-
 frequency and/ or inter-RAT cell reselection.
 systemInformationBlock6
 Contains cell reselection information common for cell reselection towards
 UTRAN.
 systemInformationBlock7
 Contains cell reselection information common for cell reselection towards
 GERAN.
 systemInformationBlock8
 Contains cell reselection information common for cell reselection towards
 CDMA2000.
 4.1.1.9 Paging configuration
 The values of the attributes of the Paging MO class determine the paging
 characteristics. This MO is auto-created with default values.
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 This MO is auto-created, with default values, by the system
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD orEUtranCellTDD
 SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD orEUtranCellTDD
 SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 Used to configure e.g.- Default paging cycle- Delay and bandwidth used by paging functionality
 Paging
 Used to configure e.g.- Default paging cycle- Delay and bandwidth used by paging functionality
 Paging
 Figure 2-28 Paging
 defaultPagingCycle
 The attribute determines the Default Paging Cycle used by the RBS and
 broadcast in System Information (type 2). This value is overridden by the UE
 specific paging cycle, if it is provided in incoming Paging from MME, and if it is
 smaller than the defaultPagingCycle. Setting a smaller value for the attribute
 defaultPagingCycle results in a shorter paging time but a more "bursty" Paging
 traffic. The reason is that more UEs will be grouped to use the same Paging
 Frame (PF). A larger value for the attribute results in longer paging times, but
 distributes the Paging traffic more evenly in time.
 maxNoOfPagingRecords
 The number of UEs paged in a Paging Occasion (PO) can not exceed the number
 specified by the value of the maxNoOfPagingRecords attribute. If the received
 number of Paging messages from MME, targeting the same PO, exceeds
 maxNoOfPagingRecords, the excess paging records are sent in the next PO in the
 Paging Cycle.
 Hence setting this parameter to a smaller value may cause extra delays for some
 Paging messages, but instead it limits the bandwidth used by paging. A larger
 value may require more of the RBS bandwidth but decreases the probability of
 extra delays for UEs.
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 nB
 The value of the nB attribute determines the number of Paging Occasions (POs)
 in each Paging Frame. Together with the attribute defaultPagingCycle it
 determines the paging time and the distribution of the Paging traffic in time.
 Setting the value of the nB attribute so that there are fewer POs in each PF will
 decrease the total number of available POs and hence the Paging traffic will be
 more "bursty".
 pagingDiscardTimer
 The attribute determines the maximum period of time a received Paging may be
 retained or queued in the RBS before it is discarded. The value of the
 pagingDiscardTimer should be the same as that set in the paging resend timer in
 the MME.
 Setting the attribute value too high will result in the RBS paging queue
 containing several instances of the same paging sent by the MME. Setting the
 value of the pagingDiscardTimer attribute too low will remove some paging
 messages from the RBS paging queue prematurely. This results in unnecessary
 paging resend from the MME.
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 4.1.2 RCS Configuration
 The attributes of the Rcs MO class determine the Radio Connection Supervision
 (RCS) characteristics. This MO is auto-created with default values.
 This MO is auto-created, with default values, by the system
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 Radio Connection SupervisionThe time a UE can be inactive before it is
 released
 Rcs Radio Connection SupervisionThe time a UE can be inactive before it is
 released
 Rcs
 Figure 2-29 Radio Connection Supervision
 tInactivityTimer
 The attribute determines the time that a UE can be inactive before it is released.
 Setting a suitable value for the attribute tInactivityTimer improves performance.
 The default value is 61 seconds. Setting the attribute value too low results in too
 frequent setups and releases of UEs. Setting the value too high also results in
 some UEs using more system resources than needed.
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 4.1.3 Sector configuration
 When the SectorEquipmentFunction MO is unlocked, the RBS allocates and
 configures all hardware connected to the sector. It performs the uplink and
 downlink gain calibration of the antenna branches. When the
 SectorEquipmentFunction MO is created (as a part of the Site Equipment
 configuration), it is associated with one or several RfBranch MOs and the
 parameter settings are persistently stored in the RBS.
 This MO is created as a part of the Site Equipment Configuration
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD or
 EUtranCellTDD SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 Has parameters like
 - Administrative state
 - Operational state (readOnly)- Sector maximum output power
 - Sector frequency band (readOnly)- Reference to the rfBranch
 SectorEquipmentFunction
 Has parameters like
 - Administrative state
 - Operational state (readOnly)- Sector maximum output power
 - Sector frequency band (readOnly)- Reference to the rfBranch
 SectorEquipmentFunction
 Figure 2-30 Sector Equipment
 4.1.3.1 Maximum output power of a sector
 The SectorEquipmentFunction MO is configured with the total output power
 available for all Radio Units belonging to the sector. The cells belonging to the
 sector assign output power to all connected Radio Units.
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 When the SectorEquipmentFunction MO is unlocked, the
 CapacityOutputPower license is checked for the configured total sector output
 power. When SectorEquipmentFunction is denied a request for output power,
 the sector runs at a degraded level using the basic 20 W per Radio Unit. The
 availability status of the SectorEquipmentFunction is also degraded.
 4.1.3.2 SectorEquipmentFunction attributes
 When attributes are reconfigured, the sector must be manually locked and
 unlocked for the new value to take effect. The following are
 SectorEquipmentFunction attributes:
 administrativeState / availabilityStatus /operationalState
 States of the sector
 confOutputPower
 The requested maximum sector power. The value represents the sum of the power
 for all antenna connectors used by the sector. Note: The output power may be
 limited by the radio unit hardware and output power licenses.
 fqBand (readOnly)
 The frequency band used in the SectorEquipmentFunction MO, based on the
 radio that is connected to the MO.
 reservedBy
 Contains a list of EUtranCellFDD MO instances that reserve this MO instance.
 rfBranchRef
 Reference to the RfBranch MO instances being reserved.
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 4.1.4 Security handling configuration
 The values of the attributes of the SecurityHandling MO class determine the
 security handling characteristics of an RBS. This MO is auto-created with
 default values.
 This MO is auto-created, with default values, by the system
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD orEUtranCellTDD
 SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD orEUtranCellTDD
 SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 Used to configure e.g.- Ciphering algorithms- COUNT-C supervision
 SecurityHandling
 Used to configure e.g.- Ciphering algorithms- COUNT-C supervision
 SecurityHandling
 Figure 2-31 SecurityHandling
 cipheringAlgorithms
 The attribute determines the priority of the algorithms for ciphering UP data
 messages and RRC messages. It is possible to set attribute values specifying that
 some algorithms are not used at all. Setting the value of the cipheringAlgorithms
 to EEA0 turns off the UP data and RRC message ciphering.
 countWrapSupervisionActive
 The attribute determines if the RBS supervises COUNT-C wrapping. See 3GPP
 36.331. If the value of the attribute countWrapSupervisionActive is set to true, a
 new encryption key is generated by releasing and re-establishing the UE
 connection to the RBS when the supervision function indicates that the COUNT-
 C is close to its end. This ensures that the same COUNT-C value is never used
 twice as an encryption input.
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 Caution! If the value of the countWrapSupervisionActive attribute is set to false,
 no COUNT-C supervision is performed. This may result in the same COUNT-C
 value being used more than once as input for the encryption, which might
 compromise security.
 integrityProtectionAlgorithms
 The attribute determines which of the Integrity Protection Algorithms has the
 highest priority.
 Caution! It is possible to set an attribute value that allows use of only one of the
 Integrity Protection Algorithms. However, this may cause failed handover of any
 UEs unable to use the selected Integrity Protection Algorithm.
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 4.1.5 UE measurement control configuration
 All UE Measurement Control attributes can be found in the UeMeasControl MO
 class and control the system behavior regarding UE measurements. This MO is
 auto-created with default values. The operator can change the attribute values in
 order to optimize network performance; however it should be noted that the
 default parameter setting aims for smooth operation of the system.
 The most important UE measurement parameters are:
 • Best cell
 • Bad coverage
 • UE measurement filter
 3GPP TS 36.214 defines the quantities Reference Symbol Received Power
 (RSRP) and Reference Symbol Received Quality (RSRQ).
 This MO is auto-created, with default values, by the system
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD orEUtranCellTDD
 SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 EnodeBFunction
 ManagedElement
 SecurityHandlingRcs EUtraNetwork EUtranCellFDD orEUtranCellTDD
 SectorEquipmentFunctionPaging
 UeMeasControlUeMeasControl
 Used to configure e.g.
 - Cell quality threshold value- Best cell decision configuration- Bad coverage measurement configuration
 - UE report filtering
 UeMeasControl
 Used to configure e.g.
 - Cell quality threshold value- Best cell decision configuration- Bad coverage measurement configuration
 - UE report filtering
 UeMeasControl
 Figure 2-32 UE Measurement Control
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 4.1.5.1 UE Measurement Quality Threshold Configuration
 sMeasure
 The attribute determines the cell quality threshold value at which the UE starts to
 perform measurements. The default value is the most sensitive value available in
 the value range. The attribute is included in the UeMeasControl MO class.
 4.1.5.2 Best cell configuration
 bestCellReleaseActive
 Best cell configuration is handled by event A3 UE measurements. The attribute
 bestCellReleaseActive in the UeMeasControl MO class determines if an A3
 event results in release or handover. The default value is false. This results in
 handover.
 Optimize mobility behavior by adjusting the values of the following attributes
 that are included in the ReportConfigEUtraBestCell MO class:
 hysteresisA3
 The attribute determines the hysteresis for A3 events. Setting an appropriate
 value for the hysteresisA3 attribute prevents rapid back-and-forth handover.
 reportQuantityA3
 The attribute determines what the UE includes in measurement reports. Default
 value is both, which provides both Reference Signal Received Power (RSRP) and
 Reference Signal Received Quality (RSRQ) measurements. Setting the value to
 sameAsTriggeredQuantity only provides reports with RSRP or RSRQ according
 to what is set for the attribute triggerQuantityA3, which reduces load on the UE.
 triggerQuantityA3
 The attribute determines which one of the RSRP and RSRQ measurements are
 used to trigger A3 events.
 timeToTriggerA3
 The attribute determines the time to trigger value for A3 event.
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 a3offset
 The offset value for event A3 determines how much stronger a neighboring cell
 must be to fulfill the bestCell criterion.
 reportAmountA3
 The attribute determines the number of reports for periodical reporting. A value
 of 0 indicates that an unlimited number of reports can be generated.
 reportIntervalA3
 The attribute determines the interval for event-triggered periodical reporting.
 4.1.5.3 Bad coverage measurement configuration
 Bad coverage behavior is handled by event A2 UE measurements.
 badCoverageMeasSelection
 The attribute determines which A2 measurement (primary, secondary, or both) is
 used to trigger release. The default value is both, but an operator can set either
 RSRP or RSRQ if preferred. The attribute is included in the UeMeasControl MO
 class.
 4.1.5.3.1 REPORT CONFIGURATIONS FOR PRIMARY BAD COVERAGE UE MEASUREMENTS
 The report configurations for primary UE Measurements are included in the
 ReportConfigEUtraBadCovPrim (reports sent to UE from eNodeB). Optimize
 report configurations for primary UE Measurements by adjusting the values of
 the following attributes:
 a2ThresholdRsrpPrim
 The attribute determines the threshold for A2 events if, and only if, the attribute
 triggerQuantityA2Prim is set to RSRP.
 a2ThresholdRsrqPrim
 The attribute determines the threshold for A2 events if, and only if, the attribute
 triggerQuantityA2Prim is set to RSRQ.
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 hysteresisA2prim
 The attribute determines the hysteresis for primary A2 measurements. Setting an
 appropriate value for the attribute helps prevent triggering A2 events that are not
 necessary.
 reportQuantityA2Prim
 The attribute determines the UE content in measurement reports. Default value is
 both, which provides both RSRP and RSRQ measurements. Setting the value to
 sameAsTriggerQuantity only provides reports with RSRP or RSRQ according to
 what is set for the attribute triggerQuantityA2, which reduces load on the UE.
 timeToTriggerA2Prim
 The attribute sets the time to trigger primary A2 events.
 triggerQuantityA2Prim
 The attribute determines whether RSRP or RSRQ is used to trigger primary A2
 events. The default value is RSRP, but can be set to RSRQ if desired.
 reportAmountA2Prim
 The attribute determines the number of reports for periodical reporting. A value
 of 0 indicates that an unlimited number of reports can be generated.
 reportIntervalA2Prim
 The attribute determines the interval for event-triggered periodical reporting.
 4.1.5.3.2 REPORT CONFIGURATIONS FOR SECONDARY BAD COVERAGE UE MEASUREMENTS
 The report configurations for secondary UE Measurements are included in the
 ReportConfigEUtraBadCovSec. Optimize report configurations for secondary UE
 Measurements by adjusting the values of the following attributes:
 a2ThresholdRsrpSec
 The attribute determines the threshold for A2 events if, and only if, the attribute
 triggerQuantityA2Sec is set to Reference Signal Received Power (RSRP).
 a2ThresholdRsrqSec
 The attribute determines the threshold for A2 events if, and only if, the attribute
 triggerQuantityA2Sec is set to Reference Signal Received Quality (RSRQ).
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 hysteresisA2sec
 The attribute determines the hysteresis for secondary A2 measurements. Setting
 an appropriate value for the attribute helps prevent triggering A2 events that are
 not necessary.
 reportQuantityA2Sec
 The attribute determines the UE content in measurement reports. Default value is
 both, which provides both RSRP and RSRQ measurements. Setting the value to
 sameAsTriggerQuantity only provides reports with RSRP or RSRQ according to
 what is set for the attribute triggerQuantityA2, which reduces load on the UE.
 triggerQuantityA2Sec
 The attribute determines whether RSRP or RSRQ is used to trigger secondary A2
 events. The default value is RSRQ, but can be set to RSRP if desired.
 reportAmountA2Sec
 The attribute determines the number of reports for periodical reporting. A value
 of 0 indicates that an unlimited number of reports can be generated.
 reportIntervalA2Sec
 The attribute determines the interval for event-triggered periodical reporting.
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 4.1.5.4 UE Measurement Filter configuration
 Filtering is used to improve event evaluation based on UE measurements. It helps
 prevent isolated anomalous UE measurements from influencing event evaluation
 too much. The attributes are included in the UeMeasControl MO Class.
 The following filtering coefficients exist:
 filterCoefficientEUtraRsrp
 The attribute determines the filtering coefficient for EUTRA using measured
 RSRP.
 filterCoefficientEUtraRsrq
 The attribute determines the filtering coefficient for EUTRA using measured
 RSRQ.
 For further information, see the chapter about Layer 3 Filtering in 3GPP TS
 36.331.
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 5 QoS Configuration
 The figure below shows the Quality of Service (QoS) framework in LTE. The
 LTE QoS Handling is implemented by a central function in the RBS, which
 directly influences the radio and transport network behavior.
 QoS Class Identifiers (QCI) parameters are sent in a call setup to the RBS from
 the Core Network. Each Data Radio Bearer (DRB) that is set up is mapped to a
 specific QCI value. The QCI table in the RBS6000 is used to map the incoming
 parameters to QoS settings for the Radio Network (e.g. scheduling) and Transport
 Network (DSCP values).
 Scheduler
 QoS
 translation
 OSS-RC
 QoS parameters
 QCI Table
 QCI table
 •QoS configuration
 QoS Handling
 Core Network
 Transport Network
 QC
 I
 QoS: Quality of Service
 QCI: QoS Class Identifier
 DSCP: DiffServ Code
 Point
 LCG: Logical Channel
 Group
 :
 :
 :
 :
 :
 :
 :
 :
 10-256
 9
 2
 1
 QCI
 0310
 1239
 2
 2
 LCG
 364
 462
 DSCPPrio
 Standardized
 QCIs
 DL Packet Forwarding
 (X2)
 DS
 CP
 LCGs
 UL (S1)
 DS
 CP
 parameters
 DL/UL (Radio interface)Radio Network
 Gra
 nts
 & A
 ssig
 nm
 ents
 (per
 TT
 I)
 LCG & Logical Channel Prioritiy
 (per bearer establisment)
 Figure 2-33 QoS Framework
 Standardized QCIs (1-9) are used by default, according to 3GPP TS 23.203. All
 non-standardized QCIs are given the same configuration.
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 Traffic separation is a prerequisite for QCI-differentiated prioritization
 mechanisms to effectively act on bearers in eNB. Non-standardized QCIs are all
 given the same priority, which shall be lower compared to priorities for the
 standardized QCIs. For the uplink, the priorities are sent to the UE, which may
 differentiate/prioritize between its logical channels.
 Mapping QCIs to Logical Channel Groups (LCGs) can be configured as
 described later in this section, and it enables traffic separation in the uplink.
 There are three LCGs (1-3) available. By default, LCG 1 is assigned to all QCIs.
 Mapping QCI to DiffServ Code Point (DSCP) for the uplink over S1 and in the
 downlink for packet forwarding over X2 can be configured as also is described
 later in this section. The DSCP setting determines the priority for the data stream
 in the IP transport network. Several QCIs can be mapped to the same DSCP
 value. Non-standardized QCIs are all given the same configurable DSCP value.
 For the uplink (eNodeB towards the EPC) traffic, the transport network benefits
 from QoS by mapping QCI to DSCP in the RBS. This enables the transport
 network to prioritize between its different data flows over the S1 interface in the
 uplink and over the X2 interface for the downlink data in case of Packet
 Forwarding.
 For the DL, a similar mapping is performed in the S-GW for the S1 DL data. All
 QoS class identifiers defined by 3GPP are accepted, including the ones that are
 outside the standardized range QCI1-9.
 The PDB and PELR as described in 3GPP are recommended values based on
 different service performances. It is up to the operator to adjust these parameters
 to get an appropriate behavior from the system. Allowing the PDB and/or PELR
 values to have higher values does not necessarily mean that the services will not
 work.
 Also note that the configurations in the eNodeB are just a part of the total QoS
 implementation. Only if UE, eNodeB, Transport Network and Packet Data
 Network are configured correctly could the performance of different services be
 ensured. The delay in the Transport Network should be something like 10-50 ms
 depending on the figures from the other parts of the chain.
 5.1.1 Radio Bearer and QoS Managed Objects
 This section describes the configurations available in the Radio Bearer part of the
 ENodeBFunction Managed Area (MA). The mapping for a specific QCI entry to
 a DSCP value can be changed by editing some parameters (see figure below). It
 should also be noted that the default values of the QCI-related attributes generally
 ensure smooth operation, but it is possible for the operator to change some
 attributes to optimize performance. However, the Prio value that is associated
 with a specific QCI value can not be changed.
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 QCI relates to the DRB; consequently, the Signaling Radio Bearer (SRB) is not
 affected by QciTable MOs.
 EnodeBFunction
 ManagedElement
 QciTable
 QosProfilePredefined LogicalChannelGroup
 The attribute dscp
 is changed in order
 to map the QCI
 value to a new
 DSCP value.
 1..1
 10..10 3..3
 One per QCI entry (nr 0
 is a collection of 10-
 256, all with lower prio
 than 1-9)
 Uplink traffic separation
 is enabled with Logical
 Channel Groups.
 :
 :
 :
 :
 :
 :
 :
 :
 10-256
 9
 2
 1
 QCI
 0110
 1419
 1
 1
 LCG
 364
 462
 DSCPPrio
 Default config
 These MOs are auto-created, with default values, by the system.
 May need to be changed for a different QoS handling.
 EUtranCellFDD or
 EUtranCellTDD
 Figure 2-34 MOs related to QoS configuration
 The dscp attribute of the QciProfilePredefined MO defines the mapping
 between QCI and Differentiated Services Code Point (DSCP). This corresponds
 to mapping from RAN to Transport Network.
 The operator's view of the QCI to DSCP mapping may differ from that of the
 default values. If so, the operator can change the value of the dscp attributes to
 better reflect that view of the relationship between QCI and DSCP.
 The UE sends Buffer Status Reports (BSRs) to the eNodeB, stating how much
 data it has in its buffers (data to be sent in uplink). If the UE uses several Logical
 Channels, there would, in theory, be separate BSRs per channel. To simplify for
 the Scheduler in the eNodeB and to minimize the amount of signaling traffic sent
 in the uplink, logical channels can be grouped into up to three different Logical
 Channel Groups (LCGs). There is only one BSR sent per LCG, and the Scheduler
 bases its decision per LCG.
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 The logicalChannelGroupRef attribute of the QciProfilePredefined MO assigns
 an LCG for a QCI. Each QCI must be assigned to one of the three LCGs. An
 LCG may have several QCIs assigned to it.
 The IP DiffServ field and Ethernet Pbits support various Quality of Service
 (QoS) levels for the user and control plane traffic in the WCDMA RAN. This
 allows delay-sensitive traffic to be given priority over less sensitive traffic types
 in times of congestion.
 5.1.2 Transport Network Qos concepts
 5.1.2.1 Differentiated Services Code Point (DSCP)
 In the IPv4 header, there is one octet (8-bits) assigned as the Type Of Service
 (ToS)or also called the DiffServ field. The six most significant bits of the
 DiffServ field are called the Differentiated Services Code Point (DSCP) while the
 last two are used as Explicit Congestion Notification (ECN) bits allowing
 advance notification of congestion. The RAN nodes tag the egress (outgoing) IP
 packets with a configured DSCP value depending on the RAB type according to
 RFC 2474 and 2475 Internet standards. Other network devices in the network that
 support Diffserv use the DSCP value in the IP header to select the Per Hop Basis
 (PHB) behavior for the packet and provide the appropriate QoS treatment.
 The routing device prioritizes traffic by class first based on the ‘Precedence
 Level’ specified by the 3 most significant bits of the DiffServ field (DS5-DS3).
 Then it differentiates and prioritizes same-class traffic, taking the drop
 probability into account-based on the next three bits (DS2-DS0).
 The Operator can configure the DSCP values for the S1 and X2 interfaces and
 then use the QCI (QoS Class Identifier) at call setup to map a specific user to a
 DSCP value as shown below.
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 SAE/LTE QoS Profile QCI MBR/GBR ARP
 IP datagram Data
 Mapping
 function
 DSCP DataEthernet
 frame
 Mapping
 function
 Takes place in devices
 on edge between
 L3 and L2 network
 Takes place in
 RBS and AGW
 DSCP
 p-bits
 (Transport) IP header
 Ethernet header
 Figure 2-35 Mapping from QCI to DSCP and Pbits
 5.1.2.2 Ethernet Pbits
 Ethernet Switches offer a different QoS level to each Ethernet frame depending
 on the value of the Pbit field.
 The mapping of Pbit to physical port QoS Queue is automatically done in the so-
 called ET-IP hardware in an RBS6000 (the ET-IP is the part where the physical
 IP interfaces are located in the DUL). The ET-IP is modeled by a logical board
 described by the MO ExchangeTerminalIp. The mapping from Pbit to physical
 port QoS Queue is done in eight levels. Other vendor equipment used in the
 backbone may support just two or maybe four priority queues in their Ethernet
 switches. It is therefore of utmost importance to understand how different
 Ethernet vendors have mapped the different priority levels to the device's traffic
 queues. If the mapping is done wrong in only one node in the network, the whole
 QoS implementation may fail resulting in severe congestion.
 The default mapping of DSCP-to-Pbit is illustrated in the diagram below.
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 DSCP to
 Pbit Mapping
 DSCP to
 Pbit Mapping
 High Priority
 Low
 8
 7
 3
 6
 4
 5
 1
 2
 Traffic to
 IP/EthernetTraffic from
 PDCP layer
 DSCP to Queue
 Mapping [56-63]
 [48-55]
 [40-47]
 [32-39]
 [24-31]
 [16-23]
 [8-15]
 [0-7]
 Strict Priority Scheduler
 (8->7->6->5->4->3->2->1) xxx
 Default Mapping
 DSCP Pbit DSCP Pbit
 0,48,56 0 26,28,30 4
 10,12,14 1 34,36,38 5
 spare 2 46 6
 18,20,22 3 Not used 7
 Default Mapping
 DSCP Pbit DSCP Pbit
 0,48,56 0 26,28,30 4
 10,12,14 1 34,36,38 5
 spare 2 46 6
 18,20,22 3 Not used 7
 Figure 2-36 ET-IP Output
 The scheduler schedules packets coming from the Packet Data Convergence
 Protocol (PDCP) layer in a strict priority order, with the highest queue number
 being served first
 (8->7->6->5->4->3->2->1). Thus, if there are packets in a higher prioritized
 queue, those are always sent before packets in lower prioritized queues. With this
 scheduling mechanism, there is a risk that lower prioritized queues are starved of
 bandwidth when the traffic approaches the limit of the Ethernet Gigabit port.
 With proper link dimensioning the likelihood of this happening is diminished.
 After passing through the Strict Priority Scheduler the DSCP-to-Pbit-mapping is
 performed.
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 6 Configuration Tools
 6.1 Element Manager
 The Element Manager (EM) is a tool that is downloaded from the RBS6000 to a
 local PC or to the OSS-RC. The tool communicates with the CORBA interface in
 the node and it thus provides interfaces for Fault Management (reading alarm list,
 alarm log, event log, checking status of MOs etc.), Performance Management
 (checking PM counter values), Upgrade Support, License management and
 Configuration Management..
 › RBS Element Manager
 › Integrate RBS tool
 › Installed from RBS: <http://<ip address
 to the node>/em/index.html>
 › RBS default IP: 169.254.1.10
 › Java 1.5.0_12 or
 later
 Figure 2-37 Element Manager
 To run the site files required for integration of an RBS6000, the Configuration
 Management interface to the node is used. The site files can be run in two
 different ways:
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 Manually
 To manually run the site files, it is necessary to have them located on
 the integrator’s PC. The files should be run in the following order:
 1. Site Installation file
 2. Site Basic file
 3. Site Equipment file
 These files have been explained earlier in this chapter.
 Automatically (Autointegration)
 In the Autointegration case, only the Site Installation file is run on
 site. This file points out the Autointegration RBS Summary file on
 the SMRS server. The summary file points out the Site Basic and Site
 Equipment files which are automatically run in the RBS.
 6.2 Using BSIM for Configuration
 For configuration of the eNodeB, one can use either the Element Manager or the
 OSS-RC. The Base Station Integration Manager (BSIM) in the OSS-RC is the
 interface through which configuration is done very easily.
 The following sections provide a step-by-step explanation on how to use the
 BSIM. As described earlier in this chapter, BSIM can be used in three different
 ways:
 • Using BSIM for Autointegration without DHCP support
 • Using BSIM for Manual Integration
 • Using BSIM for Autointegration with DHCP support
 The first two procedures are explained here, followed by a brief summary of the
 third option.
 The screen-shots shown below (especially OSS-RC/BSIM) related are OSS-RC
 version dependent- hence, they might look somewhat different than shown in this
 book. IPsec is not considered until later in the relevant section. (IPsec is
 supported in OSS-RC11.1 or later.)
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 6.2.1 BSIM for RBS Autointegration without DHCP support
 Figure below illustrates the use of the different components described in the
 procedure below.
 SiteBasic.xmlSiteEquipment.xml
 Summary.xml
 Site / eNodeB info
 Planned Area
 Template dB
 ARNE / ONRM
 ”Auto Integration”FTP_SWFTP_Backup FTP_License
 (UCF.xml)
 BSIM GUI
 BSIM
 (LKF.xml)
 OSS-RC
 ARNE_Template.xml
 TN_Template.xmlRN_Template.xmlSiteBasic_Template.xml
 SiteEquipment_Template.xmlSiteInstallation_Template.xml
 On-site PC
 eNodeB
 SiteInstallation.xml
 BCG
 File System
 SMRS
 Figure 2-38 BSIM for Autointegration (without DHCP) - overview
 In the diagram above, it shows that the BSIM GUI could use the “Template
 database” which provides templates to create the required scripts. These
 templates are script files with “substitution attributes” (parameters that are
 different between different RBSs) which would be visible in the BSIM GUI.
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 6.2.1.1 Procedure in the OSS
 1. From the Common Explorer /View menu, start the BSIM.
 2. Select Add a node in a Planned Area.
 • Provide the Plan Name
 Figure 2-39 BSIM: Add Node – Provide Planned Area name
 3. In the General Tab, add the node details (see Figure 2-40 BSIM:
 Add Node – the “General” tabbelow).
 • Provide the Node Template- this template will tell the
 ARNE application how the site and the node should be
 created in the ONE.
 • Provide the Node Name- this is the name of the eNodeB
 • Click the Auto_integrate check box
 • The Node Template file has some substitution variables,
 which need to be provided. Some examples could be:
 I. Site
 II. Location
 III. IP address
 IV. FTP Backup Store- this is where CV backups can
 be sent.
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 V. FTP SW store- this is required, if SW upgrade
 should be done as a part of Autointegration
 Function (AIF). This is where the UP is stored for
 this eNodeB.
 VI. FTP License store- this is required in the License
 installation procedure during the Autointegration
 procedure.
 VII. FTPAutoIntegration- this is the SMRS server.
 Required for Autointegration.
 Figure 2-40 BSIM: Add Node – the “General” tab
 4. In the Transport tab, provide the TN information. Provide the
 CM Template. This template file has certain substitution
 variables, which need to be filled.
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 I. eNodeB Id is a typical substitution variable in the
 TN Template that one might be required to fill in
 Figure 2-41 BSIM: Add Node – the “Transport” tab
 5. In the Radio tab, provide the RN information.
 • Select the CM Template check box. This template file
 has certain substitution variables that need to be filled.
 I. Cell Id (example)
 II. TAC (example)
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 Figure 2-42 BSIM: Add Node – the “Radio” tab
 6. In the Auto Integrate tab, provide autointegration options (see
 Figure 2-43 BSIM: Add Node – the “Auto Integrate” tab below).
 • Check the required options
 I. Unlock Cells
 II. Create CV
 III. Upgrade. If this is required, also provide the
 location where the UCF files are stored in the FTP
 server.
 IV. License Installation
 • Provide the Site Basic Template and the corresponding
 substitution variables, if required. The S1/X2 IP address
 is most likely a substitution variable in this template.
 • Provide the Site Equipment Template and the
 corresponding substitution variables, if required.
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 • Provide the Site Installation Template and the
 corresponding substitution variables, if required
 I. The Save as field specifies where in the OSS
 server the Site Installation file will be saved.
 Figure 2-43 BSIM: Add Node – the “Auto Integrate” tab
 7. Click Add Node (top right in the BSIM window) and check the
 progress in the Results tab (see figure below).
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 Figure 2-44 BSIM: Add Node – the “Result” tab
 Note that the “Security” tab does not need to be filled in if IPsec is not used.
 6.2.1.2 Procedure at the eNodeB site
 1. Start the Integrate RBS application. The installation of this (and
 EM) is obtained from http://169.254.1.10/em/index.html
 2. Provide the Site Installation File (which should be located in the
 PC). See below.
 • Fill in the SMRS account details (User name and
 password).
 • RBS logical name and Vlan id are automatically filled.
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 Figure 2-45 OnSite: Autointegration without DHCP- “Main data”
 3. Click Advanced and verify that the following information is ok:
 (see Figure below)
 • RBS O&M IP Address
 • Subnet Mask
 • DNS Server
 • Domain Name
 • Default Gateway
 • SMRS Server
 • Path to the summary file (this is in the SMRS server)
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 Figure 2-46 On Site: Autointegration without DHCP- “Network Configurati on Data”
 4. Click Next to reach Configuration files data. Since the files
 should be fetched from the SMRS server, these file location
 fields are left empty.
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 Figure 2-47 Using the SMRS to retrieve files
 5. Click Start Integration (the file path for Site basic and Site
 Equipment configuration is not required since these files are
 pointed out from the summary file which in turn is pointed out by
 the Site Installation file).
 6. Monitor Progress Information. Make sure that
 SITE_CONFIG_COMPLETE is obtained (see figure below).
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 Figure 2-48 On-site: “Progress Information”
 6.2.2 Using BSIM for Manual Integration
 The main difference between the manual and the autointegration procedures is
 that in the manual case, all the needed onsite files are located locally in the PC,
 while in the automatic case, they are stored in the SMRS server. Other than that,
 the BSIM procedure is similar. Hence no diagrams are provided.
 6.2.2.1 Procedure at the eNodeB site
 1. Start the Integrate RBS application. The installation of this (and
 EM) is obtained from http://169.254.1.10/em/index.html
 2. Provide the Site Installation File (located in the PC) or fill in the
 following parameters manually.
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 • Fill in the SMRS account details (User name and
 password)
 • RBS logical name and Vlan id
 • Click Advanced and verify that the information is ok
 • RBS O&M IP Address
 • Subnet Mask
 • DNS Server
 • Domain Name
 • Default Gateway
 • SMRS Server (not mandatory if the Configuration files
 data is filled in. See step 4 below)
 • Path to the summary file in the SMRS server(not
 mandatory if the Configuration files data is filled in.
 See step 3 below)
 3. Click Next to reach the Configuration Files Data. Provide the
 paths to the Site Basic and Site Equipment files on your PC (see
 figure below ).
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 Figure 2-49 On Site- Manual Integration : “Configuration files data” tab
 4. Click Start Integration.
 5. Monitor Progress Information. Make sure that
 SITE_CONFIG_COMPLETE is obtained.
 6. Call the OSS-RC engineer with the information that the OnSite
 procedure has been completed.
 6.2.2.2 Procedure in the OSS
 1. From the Common Explorer /View menu, start the BSIM.
 2. Select Add a node in a Planned Area.
 3. Provide the Plan Name
 4. In the General tab, add the node details.
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 • Provide the Node Template - this template will tell the
 ARNE application how the site and the node should be
 created in the ONE.
 • Provide the Node Name- this is the name of the eNodeB
 • Do not select the Auto integrate check box
 • The Node Template file has some substitution variables,
 which need to be provided:
 I. Site
 II. Location
 III. IP address
 IV. FTP Backup Store- this is where backups of CVs
 will be sent
 V. FTP SW store- this is required, if the SW upgrade
 should be done as a part of AIF. This is where the
 UP is stored for this eNodeB
 VI. FTP License store - this is required in the License
 installation procedure during the Autointegration
 procedure
 VII. FTPAutoIntegration - this is the SMRS server.
 Required for Autointegration
 5. In the Transport tab, provide the TN information.
 • Provide the Bulk CM file. The default directory where
 this file is stored is
 /var/opt/ericsson/nms_umts_wran_bcg/files/import.
 Other directories can be specified. See below.
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 Figure 2-50 Adding TN and RN with BCM
 6. In the Radio tab, provide the RN information.
 • Provide the Bulk CM file. The directory where the file is
 stored is typically the same as for the TN file.
 7. The Auto Integrate tab is not relevant.
 8. Click Add Node (top right) and check the progress in the Results
 tab
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 6.2.3 Autointegration with DHCP support
 This option is used when we want BSIM to configure the DHCP server with the
 “RBS-specific data”.
 To perform RBS Autointegration with DHCP support, in the BSIM, the “Auto
 integration” tab must have the DHCP option checked. Similarly, in the Integrate
 RBS tool (in the RBS Element Manager), “Use DHCP to retrieve and SMRS
 data” check-box must be ticked, as shown below.
 BSIM: AutoIntegration tab
 RBS Element Manager
 Figure 2-51 Autointegration with DHCP support
 Since the DHCP server can be of different types (DHCP service in OSS-RC, or a
 third-party product), there is an option to either “Update” the DHCP directly, or
 to create a file which can be manually put in the DHCP server by choosing the
 “Export” option. (A file name will have to be provided with the “export” option.)
 Note that the fields that need to be filled in depend on the substitution variables
 that are in the DHCP related Template file.
 So what is the role of DHCP during the integration procedure?
 If DHCP support is required, then the on-site integrator simply provides the
 following inputs in the RBS Integration Application (that is through the Element
 Manager):
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 • eNodeB Logical name
 • vLanId
 • username / password for the SMRS server
 The DHCP server provides RBS with basic IP parameters. While requesting for
 parameters from the DHCP server, RBS identifies itself with the RBS logical
 name (dhcpClientIdentifier). The DHCP server responds with a number of
 parameters, for example, subnet masks for the RBS O&M host and for the default
 gateway, IP addresses of the RBS O&M host, the SMRS server, the DNS server,
 and an NTP server.
 23002523Coordinated universal time offset
 to set nodeLocalTimeZone
 147.214.219.88ntpServerAddressPrimary
 10.0.10.100defaultRouter0
 147.214.219.15dnsServerAddresses
 147.214.219.3DHCP IP address
 eNodeB2/Summary.xmlRBS summary file path
 147.214.219.147SMRS IP address
 255.255.255.0networkPrefixLength
 eNodeB2 / 10.0.10.2dhcpClientIdentifier / ipAddress
 ExampleParameter
 23002523Coordinated universal time offset
 to set nodeLocalTimeZone
 147.214.219.88ntpServerAddressPrimary
 10.0.10.100defaultRouter0
 147.214.219.15dnsServerAddresses
 147.214.219.3DHCP IP address
 eNodeB2/Summary.xmlRBS summary file path
 147.214.219.147SMRS IP address
 255.255.255.0networkPrefixLength
 eNodeB2 / 10.0.10.2dhcpClientIdentifier / ipAddress
 ExampleParameter
 Figure 2-52 Parameters in the DHCP server
 Figure above shows that the parameters that the DHCP provides are more or less
 the parameters that the Site Installation file (used by the RBS integrator) would
 have provided.
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 6.2.4 Role of DNS
 RBSs use domain names to look up nodes for O&M and traffic. Some traffic
 node domain names are constructed automatically by the RBS and must therefore
 be configured in the DNS server in the same format. These addresses and formats
 are described below. No other traffic node domain names nor O&M node domain
 names are described below, as they require no additional format control in
 addition to normal DNS configuration.
 6.2.4.1 MME Lookup
 When the automatic MME discovery is on (MO eNodeBFunction attribute
 “dnsLookupOnTai”), the RBS automatically constructs domain names to find the
 correct MMEs. These domain names are based on the Tracking Area Identity
 (TAI) for each configured cell in the RBS. The RBS sends the TAI domain
 names to the DNS server, which returns one S1 IP address for each MME in the
 MME pool.
 For redundancy, several IP addresses per MME can be defined in the DNS server.
 The RBS can save a second IP address and gets it according to the following
 procedure:
 1 The RBS sends a query with an inverse lookup of the first IP address
 2 The DNS server returns the MME domain name
 3 The RBS sends a query with MME domain name
 4 The DNS server returns the first and possible extra MME IP
 addresses
 5 One of the extra addresses are saved and used as backup for setting
 up the S1 control plane.
 Note: The first MME IP address, used for the inverse lookup, must be
 unique in the DNS server. For example, the IP address cannot be
 reused in the O&M IP network and be defined in the DNS for that
 purpose.
 6.2.4.2 Neighboring eNodeB Lookup
 An RBS can automatically set up X2 interfaces to other eNodeBs. The RBS
 constructs an eNodeB domain name based on the global eNodeB identity of the
 neighboring eNodeB. The global eNodeB identity is based on Mobile Country
 Code (MCC), Mobile Network Code (MNC), and eNodeB identity, see 3GPP TS
 36.413.
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 6.2.4.3 DNS communication
 RBSs use DNS queries of type A and PTR in requests for host IP addresses and
 domain names from DNS servers. DNS servers must be configured to resolve and
 respond to the queries.
 Figure below summarizes the queries and the resulting parameter setting.
 Data formats and DNS communication are further specified in RFC 1035 and in
 3GPP TS 23.003.
 MO is first created and the primary IP to the eNodeB assigned
 TermPointToENB.ipAddresseNodeB domain name
 Inverse query for MME’s primary IP that has been based on TAI query
 TermPointToMme.domainNameIP address
 Primary and secondary IPs to MME
 TermPointToMme.ipaddress1
 TermPointToMme.ipaddress2
 MME domain name
 The MO is first created, and the primary IP assigned. Upto 26
 such MO instances may be created
 TermPointToMme.ipaddress1EUtranCellFdd.tacand EUtranCell.bPlmnList
 TAI domain name
 CommentSets the RBS parameter (MO.attribute)
 Based on RBS parameter
 (MO.attribute)
 Query In
 MO is first created and the primary IP to the eNodeB assigned
 TermPointToENB.ipAddresseNodeB domain name
 Inverse query for MME’s primary IP that has been based on TAI query
 TermPointToMme.domainNameIP address
 Primary and secondary IPs to MME
 TermPointToMme.ipaddress1
 TermPointToMme.ipaddress2
 MME domain name
 The MO is first created, and the primary IP assigned. Upto 26
 such MO instances may be created
 TermPointToMme.ipaddress1EUtranCellFdd.tacand EUtranCell.bPlmnList
 TAI domain name
 CommentSets the RBS parameter (MO.attribute)
 Based on RBS parameter
 (MO.attribute)
 Query In
 Figure 2-53 Parameters in the DNS
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 Intentionally Blank
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 3 Impact of IPsec in Transport Network Configuration
 Objectives
 – Understand the impact of IPsec during the Transport Network Configuration in RBS6000
 › Explain what IP Security (IPsec) is and how it is supported in the LTE RAN
 › Recognize Managed Objects related to IPsec implementation
 and the some key attributes that define the working of IPsec
 › State how the configuration files would be affected with IPsecin the LTE RAN
 › Identify how the configuration procedure would be affected by having IPsec in the RBS6000
 Figure 3-1: Objectives
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 1 Introduction
 In Chapter 2, we looked into how the transport network (and the radio) was
 configured in RBS6000. The transport network we worked with was based on IP
 over Ethernet. However, it was assumed that IpSec was not implemented. Since
 L11, it is possible to configure IpSec, if the operator feels the need for it. (This
 decision depends on how the “IP-cloud” between the eNodeB and the EPC is
 implemented, how “safe” the cloud is, among other factors.) Should it be
 implemented, the Site Equipment configuration or the radio configuration would
 not be affected. However, the Site Basic (O&M) and S1- and X2- interfaces
 configuration would be affected.
 This chapter illustrates how the IPsec would affect the configuration.
 1.1.1.1 IPsec
 IP Security (IP sec) is a framework that covers encryption algorithms. The fact
 that IPsec spans several protocols and that it is flexible makes it future proof as a
 solution for security. Two modes (Transport mode and Tunnel mode) are
 commonly used in IPsec. See the figure below for a description.
 R R
 Transport mode
 • The hosts use some algorithm to encrypt the IP payload field.
 • Drawback is that third party can monitor behavior, destination/source, times, intervals, intensity etc.
 Tunnel mode
 Host Host
 IP S HS
 IP payload (protected)
 IP header (unprotected)
 Protected link
 SeGw
 A
 SeGw
 B
 • Encryption only used between SeGw. Also IP header is encrypted.
 • Commonly used for OaM traffic
 • Used in LTE RAN
 Host Host
 IP H SS
 IP payload +
 header (protected)
 LANLAN
 LANLAN
 IPsec (header and tail)
 IPsec
 (header and tail)
 A B
 SeGw source and
 destination IP address
 Figure 3-2: IPsec – two common modes
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 In the Transport mode, the two end nodes encrypt the IP payload. The IP header
 can of course not be encrypted since it is used for the delivery and L3 switching.
 One major drawback with this method is that anyone who monitors the traffic
 flow can extract information about how often the traffic is sent and who the
 receiver is. Since several protocols (e.g. Voice over IP) have a certain pattern, it
 is possible to find out what kind of service the two end nodes are using.
 In the Tunnel mode, the whole IP packet (which of course could also be
 encrypted/decrypted by the end nodes in transport mode) is tunneled between
 Security Gateways (SEG). The whole IP packet including the header is then
 encrypted between the SEGs.
 IPsec can be set up manually or dynamically with the Internet Key Exchange
 (IKE) standard. In IKE, keys are exchanged before the connection is established.
 2 IPsec in LTE RAN
 The IPsec in LTE RAN is classified under the LTE feature “IP Sec” (FAJ
 1210804).
 The purpose of the IP Security feature is to provide an encrypted and integrity
 protected transport solution for S1 and X2 interfaces and OAM between RBS and
 the Security Gateways (SEGs).
 The security protocols used on the S1, X2 and OAM interfaces are the Internet
 Protocol Security (IPsec) protocols defined in Internet Engineering Task Force
 (IETF) RFC 4301 (Security Architecture for the Internet Protocol). Additional
 security measures implemented between security domains may include filtering
 policies and firewall functions, which are not required in 3GPP TS 33.210
 Network Domain Security; IP network layer security.
 The IPsec function on the RBS side is integrated into the RBS and communicates
 with a security GW normally placed on the border between the RAN and the
 operators trusted core and OAM networks. Both S1-Control Plane (CP) and S1-
 User Plane (UP) can be protected, but only using the same IPsec tunnel. It is also
 possible to protect only one of them or none of them. X2 traffic uses the same
 IPsec tunnel as S1 and is routed via the SEG.
 The key management and distribution between the RBS and the SEG is handled
 by the protocol Internet Key Exchange version 2 (IKEv2) defined in RFC 4306.
 To secure a bidirectional communication between the RBS and the security
 gateway using IKEv2, an IKE security association (SA) is established in which
 child associations such as IPsec security associations are established.
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 2.1.1 Benefits
 This feature provides confidentiality, authentication, integrity and anti-replay
 protection for the S1 and X2 interfaces, OAM and synchronization over IP.
 The RBS built-in IPsec function is more secure and cost efficient than having an
 external security GW connected to each RBS.
 2.1.2 Impacts
 When enabling the IPsec function, a change occurs in IP addresses on the node
 traffic interfaces. An RBS configured without IPsec has normally one traffic IP
 address (S1 and X2, SoIP) and one O&M IP address. These IP addresses belong
 to the transport network domain.
 When configuring IPsec on the node an overlay IP network is created inside the
 IPsec tunnels on top of the transport network domain. The transport network IP
 addresses are used as IPsec tunnel external IP addresses (termination points for
 the IPsec tunnel). Inside the traffic IPsec tunnel is a new IP address, the inner IP
 address, used as the node endpoint for the traffic or OAM functions.
 Turning on IPsec on a operational node requires the re-configuration of the IP
 addresses of the impacted interfaces, i.e. user plane, SCTP, OAM, and the IP
 synchronization termination IP addresses.
 A license for IPsec and an IPsec certificate must be installed on the RBS to
 activate the feature and make it work.
 2.1.3 Further Information
 For further information about this feature and related topics not mentioned in this
 chapter, refer to the following documentation:
 Security Architecture for the Internet Protocol, RFC 4301
 Internet Key Exchange (IKEv2) Protocol, RFC 4306
 IP Encapsulating Security Payload (ESP), RFC 4303
 3GPP TS 33.210 V8.1.0 (2008-09), 3rd Generation Partnership
 Project; Technical Specification Group Services and System
 Aspects; 3G Security; Network Domain Security; IP network
 layer security (Release 8)
 3GPP TS 33.310 V8.2.1 (2008-03), 3rd Generation Partnership
 Project; Technical Specification Group Service and System
 Aspects; Network Domain Security (NDS); Authentication
 Framework (AF) (Release 8)
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 3GPP TS 33.401 V8.2.1 (2008-12), 3rd Generation Partnership
 Project: Technical Specification Group Service and System
 Aspects: 3GPP System Architecture Evolution (SAE): Security
 Architecture; (Release 8)
 2.2 Feature Operation
 The purpose of introducing IPsec is to enable secure communication between
 network nodes over public, unprotected networks by creating a Virtual Private
 Network (VPN). This VPN can then be used to protect the following types of
 traffic:
 • User plane traffic on the S1 and X2 interfaces
 • Control plane traffic on the S1 and X2 interfaces
 • OAM traffic
 • Synchronization over IP (SoIP)
 To protect the S1 and X2 control plane and user plane it is required to implement
 IPsec Encapsulating Security Payload (ESP) according to RFC 4303, as specified
 by TS 33.210, with confidentiality, integrity and anti-replay protection.
 If control plane and user plane interfaces are trusted (for example, physically
 protected), according to 3GPP TS 33.210, it is optional to configure IPsec. In
 the Ericsson LTE RBS this IPsec implementation is also used for optionally
 protecting OAM and SoIP traffic. Certificate-based authentication is
 implemented with IKEv2 according to the profile described by 3GPP TS 33.310. The certificate enrollment protocol used is Simple Certificate
 Enrollment Protocol (SCEP). Authentication can also be performed using IKEv2
 and pre-shared keys.
 IPsec is implemented as a host-to-gateway solution where the RBS contains an
 integrated IPsec function that communicates with one or more security gateways.
 2.2.1 Requirements:
 The following network configuration prerequisites must be fulfilled at feature
 activation:
 • RBS running on L11B or higher
 • OSS-RC 11.2 or higher
 135128623072012

Page 122
						

LTE L11 Configuration
 - 122 -
 © Ericsson AB 2011 LZT 123 9600 R2A
 • The security gateway in the network that the RBS
 communicates through must be compliant with RFCs 4301,
 4303 and 4306 as they are profiled in 3GPP TS 33.210 and
 3GPP TS 33.310. Ericsson IP RAN recommends a set of SEGs
 that have been verified and are officially supported by
 Ericsson, please see Ericsson IP RAN documentation.
 • A license and a certificate for IPsec must be installed on the
 RBS to activate the IPsec function. Without the license and
 certificate, it is possible to configure IPsec, but IPsec traffic
 processing is not active.
 • All core network nodes must have IP connectivity with the
 RBS through the security gateway if IPsec for S1 and X2 is
 used.
 • All OSS nodes must have IP connectivity with the RBS
 through the security gateway if IPsec for OAM is used.
 2.2.2 High Level Flow
 Figure below shows an example network scenario with IPsec. Three IP nodes:
 RBS 1, RBS 2 and SEG on the Core Network (CN) side, are connected using
 IPsec tunnels through a transport network. Each node has an outer IP host and an
 inner IP host.
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 Inner IP Host
 Outer IP Host
 Inner IP Host
 Inner IP Host
 Outer IP HostOuter IP Host
 Transport Network
 IKE SA
 IPsec tunnels
 RBS1
 RBS2
 SEG
 Core Network
 Private Network
 Figure 3-3: Network view with IPsec tunnels
 The inner IP hosts connected using IPsec tunnels is a part of an overlay IP
 network and the outer IP hosts are part of the transport network.
 In each of the nodes RBS 1, RBS 2 and SEG, traffic selectors define the traffic to
 be transported in tunnels toward each of the other nodes. For example, for the
 tunnel between RBS 1 and SEG, the traffic selectors in RBS 1 contain a local IP
 address range that includes the inner IP address in RBS 1 and a remote IP address
 range that includes the inner IP address in the CN. The traffic selectors in SEG
 contain a local IP address range that includes the inner IP address in the CN and a
 remote IP address range that includes the inner IP address in RBS 1.
 There is an IKE relationship between RBS 1 and SEG and between RBS 2 and
 SEG, but not between the RBSs. In each node, there is an IKE protocol entity.
 The IKE protocol entities use the outer IP hosts for communication with their
 IKE peers.
 When IKEv2 sets up a child SA, there is a negotiation procedure to decide the
 traffic selectors for the child SA. IPsec ensures that at any given time, the needed
 child SAs are set up for the part of a traffic flow that is transported between two
 nodes.
 IPsec provides:
 • A clear separation between the address allocation in the private
 network versus the external IP transport network.
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 • Encryption and integrity protection across the non-trusted
 network so that a hacker attached to the external IP transport
 network has difficulties in eavesdropping or faking traffic
 towards the private network.
 This is achieved by setting up an IPsec tunnel using ESP in tunnel mode. ESP
 provides the encryption and tunnel mode provides the address separation.
 A mobile network consists of a vast amount of nodes. Manual configuration of
 the keys (that are needed for IPsec) would in such a network become an
 overwhelming O&M burden, therefore, IKEv2 with certificate based
 authentication should be used.
 As indicated in the figure below, IPsec tunnel mode has different IP addresses for
 the tunnel end-point and for the host that provides the IP bearer service access.
 Inner IP address
 Outer IP address
 IP interface
 VPN interface Inner IP address
 Outer IP address
 IP interface
 VPN interface Inner IP address
 Outer IP address
 IP interface
 VPN interface
 Figure 3-4: IPsec Addressing
 Outer IP address is the address that terminates the IPsec tunnel. This is the
 address in the headers of IP packets sent through the transport network.
 The inner IP address is the address in the overlay VPN that the application uses
 to send and receive all IPsec-protected traffic. The same inner address is used for
 control plane, user plane and network synchronization traffic.
 OAM and S1/X2 must use separate inner IP interfaces. It is recommended to use
 separate IPsec tunnels for OAM and S1/X2 traffic.
 The IPsec function is optional and subject to license control. Without an IPsec
 license installed in a node, it is possible to configure IPsec, but IPsec traffic
 processing is not active.
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 2.3 Implementation
 IPsec is implemented as a host-to-gateway IPsec solution where the RBS contains
 an integrated IPsec function. The RBS can be configured to use either two
 separate security gateways or a shared security gateway for traffic (S1 and X2
 interfaces) and OAM traffic. If the failover solution is used, a secondary backup
 tunnel to a different security gateway can be configured for each primary IPsec
 tunnel. The tunnel internal addresses are used to terminate all IPsec protected
 traffic such as for S1 and X2 control plane and user plane, OAM and SoIP (if
 IPsec protected).
 The following figure illustrates the use of IPsec in an LTE network in a
 deployment with separate security gateways for OAM and S1/X2. The RBSs are
 logically part of a virtual private network belonging to the mobile operator. The nodes are, however, connected to an external IP transport network that could
 be owned and managed by another operator.
 R
 EP_RBS
 IPsec_2
 H_RBS_2
 RBS_2
 Private Network
 EP_RBS
 IPsec_1
 H_RBS_1
 RBS_1
 Private Network
 EP_EPC
 SEG_EPC
 H_MME1
 MME_1
 H_MME1
 MME_1
 H_MMEN
 MME_N
 H_MMEN
 MME_N
 H_SGw1
 SGw_1
 H_SGw1
 SGw_1
 H_SGwN
 SGw_N
 H_SGwN
 SGw_N
 SEG_OSS
 OSS Services
 Transport Network OaM IPsec tunnels
 IPsec tunnel(used for S1 and X2)
 Private Network
 EP_OSS
 Figure 3-5: Deployment of IPsec in LTE RAN
 2.3.1 Security Protocol – ESP
 ESP in tunnel mode is used and provides the following security features:
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 • Confidentiality - provided through encryption of the inner IP
 packet when sent through the IPsec tunnel.
 • Integrity service – provided through a Message Authentication
 Code (MAC), calculated and added to the inner IP packet. The
 MAC is verified by the IPsec function in the other end of the
 IPsec tunnel when the packet has been received.
 • Data origin authentication - provided indirectly as a result of
 binding the key used to verify the integrity to the identity of
 the IPsec peer.
 • Anti-replay protection - provided through sequence numbering
 of data.
 In tunnel mode, two different IP addresses are used as destination address during
 transport of an IP packet. The address of the application that sends and receives
 IP packets using the SEGs is called the inner IP address. When an ingress packet
 reaches the SEG it encrypts and integrity protects the packet and incapsulates it
 into a new IP/ESP packet.
 PayloadNew, outer IP Header
 ESP Header
 Original, inner
 IP header
 ESP Trailer
 ESP Authentication (including MAC)
 Integrity protected
 Encrypted
 PayloadNew, outer IP Header
 ESP Header
 Original, inner
 IP header
 ESP Trailer
 ESP Authentication (including MAC)
 Integrity protected
 Encrypted
 Figure 3-6: ESP Tunnel Mode packet
 The new IP header lists the endpoints of the ESP tunnel (in this case the RBS and
 the SEG) as the source and destination of the packet. These are called the outer IP
 addresses. The packet is then forwared over the transport network to the IPsec
 peer. ESP in tunnel mode provides both encryption and integrity protection of the
 entire IP packet as well as authentication of the ESP header. The inner IP address
 is part of the encrypted inner IP packet and is hidden in the transport network, so
 the true source of the original packet is concealed.
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 As shown in the following figure, the RBS integrated IPsec function makes it
 possible to connect it directly to the unprotected transport network and still obtain
 the protection of full tunnel mode. The outer IP address of the RBS is part of the
 transport network and the inner IP address is part of the overlay VPN. The same
 outer IP address can be used for both IPsec protected and non-protected traffic.
 Inner IP address A
 Outer IP address X
 X to Y A to BX to Y A to B
 Inner IP address B
 Outer IP address Z
 Y to Z A to BY to Z A to B
 RBS1 RBS2
 Inner IP address A
 Inner IP address B
 Outer IP address Y
 Outer IP address X
 X to Y A to BX to Y A to BA to B A to B
 RBS CN SEG CN Node
 RBS host application Integrated IPsec function
 Outer IP
 address Y
 CN SEG
 Packet is encrypted,
 enclosed in outer IP packet
 and sent over the
 transport network
 IP Packet is forwarded
 directly to the
 RBS integrated IPsec function
 Inner IP Packet is decrypted
 and sent unprotected on the trusted core network
 Figure 3-7: Tunnel Mode: to S1 and X2
 X2 traffic between RBSs is routed via the core network SEG and in two IPsec
 tunnels (one per RBS) as indicated in the diagram.
 2.3.2 Security Associations
 IPsec manages security associations (SAs) by means of the IKEv2 protocol which
 includes functions to setup, release, and re-keying of SAs.
 IPsec tunnels are setup through two types of SAs:
 • IKE_SA – defines the algorithms used by the IKEv2 protocol
 and also contains the keys used to protect the IKEv2
 communication. It also has knowledge about the IPsec
 certificate that was used to authenticate the peer node. An
 IKE_SA is bidirectional and may have several CHILD_SAs
 associated with it
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 • CHILD_SA – is related to an IKE_SA and represents the
 actual IPsec tunnel in one direction. A CHILD_SA (also known
 as IPsec SA) defines the type of traffic to be protected and
 algorithms to use. It also contains the keys to use for encryption
 and integrity protection of the data sent through the tunnel. A
 CHILD_SA is unidirectional and an IPsec tunnel requires at
 least two CHILD_SAs, one in each direction. IKEv2
 automatically creates CHILD_SAs in pairs.
 2.3.3 Security Association Setup
 When configuring an IPsec tunnel, an IKE_SA first must be set up between the
 communicating peers. This is done using the IKEv2 protocol to negotiate
 cryptographic algorithms used for the IKEv2 communication, exchange nonces,
 and perform a Diffie-Hellman exchange. Each peer calculates the keys to
 associate with the created IKE_SA and which are used for authentication,
 encryption, and decryption of IKEv2 communication when setting up its
 CHILD_SAs.
 The peers then authenticate themselves to one another, using certificates, and
 negotiate and establish the IKE_SA’s first CHILD_SA. The nonces and one of
 the derived keys of the IKE_SA is used to create the key(s) for the first
 CHILD_SA. During the CHILD_SA negotiation both nodes agree on the traffic
 selectors that shall be used for the CHILD_SA. The seurity gateway may reduce
 the scope of the traffic selector, depending on the configured policy in the
 security gateway. Additional CHILD_SAs may be established if needed.
 Example: The RBS requests a remote traffic selector for the CHILD_SA with the
 IP network the IP network 10.0.0.0/8, the security gateway, due to policy
 configuration, may then reduce the scope to the 10.1.0.0/16 network. If the RBS
 at a later stage needs to send traffic to a node in the 10.2.0.0/16 network this will
 not match the traffic selector of the established CHILD_SA and the RBS will try
 to negotiate a new CHILD_SA.
 135128623072012

Page 129
						

Impact of IPsec in Transport Network Configuration
 LZT 123 9600 R2A © Ericsson AB 2011 - 129 -
 2.3.4 Security Association Storage
 The active security associations are kept in the Security Association Database
 (SAD). An SA can be uniquely identified by the combination of three parameters
 found in an IP packet: the destination IP address, the Security Parameter Index
 (SPI), and the IPsec security protocol. When an endpoint needs to know which
 SA applies to a particular packet, it looks it up in the SAD using these
 parameters. The SA describes the security measures that IPsec uses to protect
 communications.
 2.3.5 Security Association Re-keying
 The SAs have a configured maximum lifetime. Established SAs are re-keyed
 proactively. New SAs are set up before the existing one has expired, as long as
 the node has a valid IPsec license. The same tunnel internal IP address as for the
 old SA is used. The switch over to the new SA is done without impacting
 ongoing traffic. If an expiring CHILD_SA has not been used since its last key
 renewal, it is considered idle and is removed without a replacement SA being
 established. Expiring IKE SAs are always renewed regardless of their usage
 status.
 If the IPsec certificate of a peer node is about to expire, the lifetime of IKE_SAs
 to this peer is during re-keying set to the remaining peer certificate lifetime, if
 this is shorter than the default SA lifetime.
 2.3.6 Peer Authentication with Certificates
 Certificate-based authentication means that the communicating IPsec peers use a
 certificate signed by a Certificate Authority (CA) as a digital signature when
 performing the IKEv2 key negotiation. 1024-2048 bit asymmetric RSA keys are
 used for the certification based authentication. The private/public key pair is
 generated in the RBS.
 The CA used for LTE is located in OSS-RC. The Simple Certificate Enrollment
 Protocol (SCEP) is used for communication with the CA. The RBS has a list of
 all CAs that it trusts, which is configured by OSS-RC.
 When an RBS is installed it generates a key-pair consisting of a private and a
 public key. The private key is stored securely on the node. The public key is sent
 together with the node activation code and node identifications in the certificate
 request to the CA. If the activation code is correct, the CA generates and sign a
 certificate, which is returned to the RBS.
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 To authenticate itself towards the peer node, the RBS encrypts the nonce using its
 private key. The encrypted nonce is then included in the payload of the
 IKE_AUTH exchange together with the public key and the RBS’s IPsec
 certificate and optionally the RBS’s trust anchors.
 Only a single CA is used for the certificate handling.
 2.3.7 Supported Algorithms
 The algorithms supported by this feature are in accordance with 3GPP TS 33.210
 V8.1.0 (2008-09).
 ESP_HMAC_SHA-1 (160 bit key)AES in CBC mode (128 & 256 bit key)
 ESP_HMAC_MD5 (128 bit key)ESP_3DES in CBC mode (168 bit key)
 Integrity AlgorithmsCiphering Algorithms
 ESP_HMAC_SHA-1 (160 bit key)AES in CBC mode (128 & 256 bit key)
 ESP_HMAC_MD5 (128 bit key)ESP_3DES in CBC mode (168 bit key)
 Integrity AlgorithmsCiphering Algorithms
 128-256 bit PSKs is used for PSK authentication. They are stored encrypted on disk.
 AES in CBC mode (128 & 256 bit key)
 RSA (1024 & 2048 bit key) is used for certificate based authentication.
 HMAC_SHA-1-96 (128 & 256 bit key)
 HMAC-SHA-1 (160 bit key)
 3DES in CBC mode (168 bit key)
 Algorithms Used for IKE Authentication
 IKEv2 Transform Type 3 Algorithms (Integrity)
 IKEv2 Transform Type 2 Algorithms (Pseudo-random
 Functions)
 IKEv2 Transform Type 1 Algorithms (Ciphering)
 128-256 bit PSKs is used for PSK authentication. They are stored encrypted on disk.
 AES in CBC mode (128 & 256 bit key)
 RSA (1024 & 2048 bit key) is used for certificate based authentication.
 HMAC_SHA-1-96 (128 & 256 bit key)
 HMAC-SHA-1 (160 bit key)
 3DES in CBC mode (168 bit key)
 Algorithms Used for IKE Authentication
 IKEv2 Transform Type 3 Algorithms (Integrity)
 IKEv2 Transform Type 2 Algorithms (Pseudo-random
 Functions)
 IKEv2 Transform Type 1 Algorithms (Ciphering)
 3 IPsec Configuration
 If the RBS requires IPsec to be implemented, there are a few more changes in the
 way the MOs are configured, IP address requirement and dimensioning and
 planning.
 Note that the files (Site Installation, Site Basic and the rest of Transport Network)
 used for configuration will naturally look different when IPsec is used. It is
 advised that the CPI for RBS6000 (for LTE) is used to get relevant examples.
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 3.1 Managed Objects related to IPsec
 Some additional Managed Objects compared to the ones already mentioned in
 Chapter 2 for On Site integration section need to be created. The following MO
 diagram shows how the MOs, their relation to other MOs and the important
 parameters. How exactly the implementation should look like depends on the
 way the IPsec should be implemented.
 Equipment
 Subrack
 Slot
 PlugInUnit
 ExchangeTerminalIp
 IpInterface
 ManagedElement
 GigaBitEthernet
 IpAccessHostEt
 - vid
 - defaultRouter0
 - networkPrefixLength (for
 outer address)
 - vLan
 IpSystem
 AccessControlList
 VpnInterface
 IpSec
 IpSecTunnelIkePeer
 -featureState
 -licenseState
 -certExpitryWarnTime
 - allowedTransforms
 -Priority
 -tsLocalIpAddessRanges
 -tsProtocols
 -tsRemoteIpAddressRanges
 - aclEntry ( LocalIP/SNM/Port, Port Filtering?, ProtocolType, RemoteIP/SNM/Port,
 RemotePortFiltering?)
 - authenticationMethod
 -allowedTransforms
 -childSaLifeTime
 -deadPeerDetectionInterval
 -ikeSaLifeTime
 -peerIpAddress
 - subnet (inner)
 -networkPrefixLength
 (inner)
 -IpAddress (one
 instance with inner IP
 address, and another
 with outer IP
 address)
 Figure 3-8: IPsec related Managed Objects
 When Ipsec is used, then there are two instances of IpAccessHostEt MO. One
 instance is directly connected to the IpInterface MO, and represents a host that is
 not protected by IPsec. This host is used for normal unprotected traffic and it is
 also used for IKE communication. The IP address configured on this instance
 represents the RBS outer IP Address.
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 The other instance of the IpAccessHostEt is connected to a VpnInterface MO
 (instead of the IpInterface MO) and contains the inner IP address, and the inner
 subnet mask (network prefix length). The same VpnInterface also has a relation
 to the instance of the first IpAccessHostEt that represents the outer IP address,
 identifying the outer IP address that terminates the IPsec tunnel in the RBS.
 The AccessControlList MO provides the possibility to define, per IP interface,
 which ingress traffic that should be dropped and which traffic that should be
 allowed into the node.
 Whether S1 and X2 control, user, and SoIP traffic should be protected by IPsec is
 determined by the IpAccessHostEt instance of each traffic type connected to the
 IPsec configuration. If connected to the instance representing the inner IP
 address, then that traffic is IPsec-protected. If connected to the instance for the
 outer IP address then the traffic is unprotected.
 The IPsec MO is the top level MO for IPsec and contains attributes common for
 all parts of IPsec in a node.
 The IpSecTunnel MO represents a desired IPsec tunnel that should be used for
 traffic. Depending on the IKE negotiations with the peer node, the result might
 actually be that several tunnels are set up (for example due to that the policy
 setup in the peer is different) but the normal case should be that one Child SA
 pair matching the IPsecTunnel MO is setup. The IpSec Tunnel has a relationship
 towards a IkePeer MO and the VPNInterface MO that should be used.
 Each Ike peer is represented in the MOM by the IkePeer MO. This MO also
 represents the IKE SA (used for exchanging IKE messages) towards the Peer.
 3.2 IPsec configuration procedures
 From a procedure point of view, for a new RBS being integrated, it is the site
 basic configuration file that is affected. However, if one is considering
 implementing IPsec on an already deployed node, then MOs may be installed one
 by one.
 Let us take an example. If the goal is to provide IPsec to all types of traffic, the
 MO configuration could look like this:
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 IpInterface=OaM
 IpAccessHostEt=outer2
 AccessControlList=2
 VpnInterface=2
 IpSec=1
 IpSecTunnel=2IkePeer=2
 IpHostLink=1
 Example 2: IPsec for OaM
 IpInterface=OaM
 IpAccessHostEt=outer2
 AccessControlList=2
 VpnInterface=2
 IpSec=1
 IpSecTunnel=2IkePeer=2
 IpHostLink=1
 Example 2: IPsec for OaM
 IpInterface=S1X2SoIP
 IpAccessHostEt=outer1
 AccessControlList=1
 VpnInterface=1
 IpSec=1
 IpSecTunnel=1IkePeer=1 IpSyncRef=1
 IpAccessHostEt=inner1 IpAccessSctp=1 Sctp=1
 ENodeBFunction=1
 Example 1: IPsec for S1, X2 and SoIP
 Figure 3-9: IPsec configuration MO examples
 In the figure (Example 1), the ENodeBFunction MO refers to the
 IpAccessHostEt=inner1 which, in turn, is related to the VpnInterface=1. The IP
 address set in the IpAccessHostEt=inner1 is the one that communicates with the
 MME, for example. The VpnInterface=1 is “carried by” IpAccessHostEt=outer1.
 This is where the tunnel End Point is located. The IpInterface=S1X2SoIP is
 related to the AccessControlList=1 where the rules for traffic handling are
 defined. If in this figure, we had wanted NOT to have SoIP Ipsec’ed, then
 IpSyncRef=1 could have been defined under IpAccessHostEt=outer1.
 In Example 2 in the figure above, the OaM traffic is Ipsec’ed. The logic is
 similar to the one valid for Example 1.
 3.2.1 IPsec configuration with Autointegration
 The Site Basic file, prepared either through the Template service in BSIM or
 manually created (for manual integration) could look like the one shown below.
 Only the S1, X2 and SoIP is Ipsec’ed in the script.
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 › <ENodeBFunction upIpAccessHostRef="2">
 › <RbsConfiguration ossCorbaNameServer="147.214.219.15"/>
 › </ENodeBFunction>
 › <ManagedElementData ntpServerAddressPrimary="10.212.101.10" ntpServiceActivePrimary="FALSE" ntpServerAddressSecondary="10.212.101.11" ntpServiceActiveSecondary="FALSE" ntpServerAddressThird="10.212.101.12" ntpServiceActiveThird="FALSE" nodeLocalTimeZone="ECT" daylightSavingTime="FALSE" swServerUrlList="ftp://intra.example.com/sw/property.file"/>
 › <IpInterface ipInterfaceId="2" ipInterfaceSlot="DU-1" defaultRouter0="10.1.7.10" networkPrefixLength="24" vid="100"accessControlListRef="2" />
 › <IpSystem>
 › <IpAccessHostEt ipAccessHostEtId="1" ipInterfaceMoRef="DU-1-IP-2" ipAddress="10.1.7.2" userLabel="outer.. IPsec tunnel EP for CP/UP/SoIP"/>
 › <VpnInterface vpnInterfaceId="1" networkPrefixLength="24" ipAccessHostEtRef="1"/>
 › <IpAccessHostEt ipAccessHostEtId="2" ipAddress="10.1.8.2" ipInterfaceMoRef="VPN-1" userLabel="inner for CP/UP/SoIP">
 › <IpSyncRef ipSyncRefId="1" ntpServerIpAddress="10.1.7.21"/>
 › <IpSyncRef ipSyncRefId="2" ntpServerIpAddress="10.1.7.43"/>
 › </IpAccessHostEt>
 › <IpSec featureState="ACTIVATED">› <IkePeer ikePeerId="1" peerIpAddress="10.1.7.1" peerIdentityIdFqdn="eRBS1" peerIdentityIdType="FQDN"/>
 › <IpSecTunnel ikePeerRef="1" ipSecTunnelId="1" priority ="1" tsLocalIpAddress="10.1.8.2" tsLocalIpAddressMask="32" vpnInterfaceRef="1">
 › <TsRemoteIpAddressRanges ipAddress="10.1.8.1" mask="32"/>
 › </IpSecTunnel>
 › </IpSec>› <AccessControlList accessControlListId="2">
 › <AclEntries aclPriority="0" aclAction="BYPASS" icmpType="256" localIpAddress="10.1.7.2" localIpAddressMask="32" localPort="0" localPortFiltering="FALSE" protocol="TCP" remoteIpAddress="10.1.7.1" remoteIpAddressMask="32" remotePort="0" remotePortFiltering="FALSE"/>
 › <AclEntries aclPriority="1" aclAction="BYPASS" icmpType="256" localIpAddress="10.1.7.2" localIpAddressMask="32" localPort="0" localPortFiltering="FALSE" protocol="UDP" remoteIpAddress="10.1.7.1" remoteIpAddressMask="32" remotePort="0" remotePortFiltering="FALSE"/>
 › ....
 › </AccessControlList>
 › </IpSystem>
 › <Synchronization syncPriorityRef1="IP-2-1" syncPriorityRef2="IP-2-2"/>
 Figure 3-10: Site Basic script with IPsec
 The RBS IPsec configuration is planned in OSS-RC using Base Station
 Integration Management (BSIM). The IPsec configuration is included in the
 siteBasic file while the IPsec certificate enrollment information is included
 in the Initial Security Container File (ISCF). The IPsec configuration and
 certificates are then deployed on the RBS as part of the autointegration
 procedure.
 When preparing the RBS autointegration, it is possible to indicate in OSS-RC
 whether data on user plane, control plane,NTP (SoIP) synchronization, and
 OAM, is protected by IPsec, independently of each other.
 Depending on the choice of the traffic type to protect, different MOs are created
 and different MO attributes are set. Some of those MO attributes are set in the
 BSIM application in OSS-RC and provided to the RBS in the siteBasic file
 during the autointegration.
 The following figure shows what needs to be done in BSIM to implement IPsec
 in RBS6000.
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 Tick/check this box !Tick/check this box !
 Figure 3-11: Implementing IPsec in BSIM
 Similarly, the on site integrator also needs to check the IPsec would be
 implemented.
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 Figure 3-12: IPsec in the Integrate RBS tool
 As a result of the BSIM inputs, the following figure summarizes the IPsec
 Autointegration sequence:
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 IPsec configuration
 SCS BSIM Site installation file
 Certificate Handling WMA (LTE CM)2. ISCF
 SMRS
 Integrate RBS Application
 CPP
 s1eB as/c
 ISCF
 6. Hello message
 5. Create IPsec MOs3. Fetch config files
 1a. Generate
 security contents
 1b. Create Site Basic
 RBS
 IPsec configuration
 SCS BSIM Site installation file
 Certificate Handling WMA (LTE CM)2. ISCF
 SMRS
 Integrate RBS Application
 CPP
 s1eB as/c
 ISCF
 6. Hello message
 5. Create IPsec MOs3. Fetch config files
 1a. Generate
 security contents
 1b. Create Site Basic
 RBS
 Figure 3-13: IPsec with Autointegration
 The following describes the process of autointegration as related to the figure
 above:
 1. BSIM uses the SCS to generate the security context. The IPsec
 configuration is created in a siteBasic (using a siteBasic template)
 and is stored in Software Management Repository Services (SMRS) of
 OSS-RC.
 2. The ISCF file is created and stored on the SMRS along with the other
 configuration files.
 3. The files are transferred from the SMRS to the RBS.
 4. The Integrate RBS (IRBS) application installs IPsec on the node (including
 the certificate enrollment and trusted certificates) using the
 IpSecInstallation.
 5. The IPsec MOs are configured by IRBS according to the IPsec
 configuration in the siteBasic file.
 6. IPsec is activated and the RBS sends a hello message to the WMA interface including a checksum validated by the SCS.
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 Note that the SMRS and certificate handling CA/RA must have
 connectivity with the RBS on the transport network during integration
 and through the IPsec tunnel during normal operation after the
 integration.
 3.2.2 IPsec Manual Configuration
 For RBSs already deployed, it is also possible to manually configure IPsec.
 The manual configuration includes the installation of the IPsec certificates,
 configuring the IPsec MOs, and synchronizing them down to the RBS.
 Add IpSec MO (top level)
 Install certificates and trusted certificates for IPsec
 Start of IPsec config
 Identify IKE peers
 Add an IKE peer
 Cerificates and trusted
 certificates for IPsec?
 Identify IPsec tunnels for
 the IKE peer
 Add an IPsec tunnel for
 the IKE peer
 More IPsec tunnels for the IKE peer?
 More IKE Peers?
 End of IPsec config
 No
 Yes
 No
 Yes
 No
 Yes
 Add IpSec MO (top level)
 Install certificates and trusted certificates for IPsec
 Start of IPsec config
 Identify IKE peers
 Add an IKE peer
 Cerificates and trusted
 certificates for IPsec?
 Identify IPsec tunnels for
 the IKE peer
 Add an IPsec tunnel for
 the IKE peer
 More IPsec tunnels for the IKE peer?
 More IKE Peers?
 End of IPsec config
 No
 Yes
 No
 Yes
 No
 Yes
 Figure 3-14: IPsec during Manual integration
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 3.2.2.1 Configuring IPsec for OAM on an already deployed node
 The following steps need to be performed to migrate an already deployed node to
 enable IPsec for OAM.
 Preconditions:
 • The transport network must be configured to allow OAM access both directly
 via the transport network as well as through the security GW
 Migration Steps:
 1. If needed create a new CV, set it as startable and then configure and
 activate rollback using the configCountdownActivated
 attribute on the ConfigurationVersion MO. This triggers
 the node to rollback to the current configuration in case the
 migration fails and OAM access to the node is lost as a result of the
 migration. If the rollback timer is not stopped as a last step of this
 use case the node will roll back and OAM access will be restored.
 2. Create IpInterface and IpAccessHostEt MOs if these are not
 configured on the node. Note that this requires an additional
 transport network IP address unless the IpAccessHostEt MO already
 used for traffic termination is used.
 3. Create the VpnInterface MO to be used for the OAM IPsec
 tunnel.
 4. Create the IkePeer MO for the OAM security GW.
 5. Create the IpsecTunnel for the OAM traffic. At this point
 verify that IKE and child security associations for the OAM traffic
 are established by reading the attribute securityAssociations on the
 OAM related IkePeer and IpsecTunnel MO’s.
 6. Create an new instance of an IpHostLink and tie it to the
 VpnInterface.
 7. Verify connectivity to OSS by sending a ping using the new
 IpHostLink MO.
 8. Change the node interface name on the IP MO from the transport
 network IpHostLink to the tunnel internal IpHostLink, this will trigger a restart of the JVM. Note that if DNS is used by the
 RBS and the configuration of IPsec requires that the node shall use
 another DNS server, then the DNS server addresses on the IP MO
 must also be changed.
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 9. Verify the re-established contact with the node to the new tunnel
 internal IP address and disable the rollback mechanism that was
 configured in step 1.
 10. Remove the IphostLink that is pointing at the IpInterface.
 3.3 Dimensioning considerations
 Capacity:
 The is a transport overhead due to IPsec, between 57 to 73 bytes per packet,
 depending on the ESP algorithm used, which must be considered when
 dimensioning the mobile backhaul.
 2020IPsec tunnel IP header
 7357Total
 1212Integrity Check Value
 22ESP tail (PAD length, next header)
 157Padding (max)
 16 8Initialization vector (=block size)
 88ESP header
 AES Algorithm- Size (in bytes)3 DES Algorithm-
 Size (in bytes)
 Field
 2020IPsec tunnel IP header
 7357Total
 1212Integrity Check Value
 22ESP tail (PAD length, next header)
 157Padding (max)
 16 8Initialization vector (=block size)
 88ESP header
 AES Algorithm- Size (in bytes)3 DES Algorithm-
 Size (in bytes)
 Field
 Figure 3-15: IPsec related overhead
 Latency:
 Since there is no direct X2-tunnel, IPsec protected X2 traffic is sent from one
 RBS to the other via the SEG through the RBS’s S1 tunnels. This causes delays
 in handover and traffic forwarding compared to the implementation without
 IPsec. The delay is equal to the time it takes for the packet to travel up to the SEG
 and down to the other RBS minus the time it takes for the packet to travel over
 the unprotected X2 interface.
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 This means that the location of the SEG in the network has some impact on X2
 traffic latency.
 As a guideline the X2 handover delay must be less than 70 ms for a normal
 network.
 IP planning:
 The number of IP addresses to be planned for IPsec enabled RBS is one more
 than the ones that do not have IPsec.
 Termination point for IPsec tunnel1IPsec tunnel outer IP address
 6-8Total
 This is the highest address in the network address range.1Broadcast
 This is the lowest address in the network address range.1Network
 Up to 3 can be configured if using RPS.1-3Default Gateway
 At least one must be defined for O&M connectivity.
 More addresses can be allocated for Site LAN.
 1OaM
 Termination point for traffic functions1S1 and X2 (user plane
 and control plane). Network sync over IP (SoIP)- Inner IP address
 CommentsNumber of IP addresses
 Traffic Type
 Termination point for IPsec tunnel1IPsec tunnel outer IP address
 6-8Total
 This is the highest address in the network address range.1Broadcast
 This is the lowest address in the network address range.1Network
 Up to 3 can be configured if using RPS.1-3Default Gateway
 At least one must be defined for O&M connectivity.
 More addresses can be allocated for Site LAN.
 1OaM
 Termination point for traffic functions1S1 and X2 (user plane
 and control plane). Network sync over IP (SoIP)- Inner IP address
 CommentsNumber of IP addresses
 Traffic Type
 Figure 3-16: eNodeB IP addressing with IPsec
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 Intentionally Blank
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 4 Appendix 1: Ethernet and IP Basics
 1 Introduction
 This appendix is provided as supplementary information to better understand the
 basics of IPv4 and the Ethernet suite. Although the configuration of the IP based
 Mul and S1- and X2-interfaces are explained in Chapter 2, this appendix maybe
 used to better understand the basics.
 2 Ethernet and IP suite
 › Ethernet– Frame formats
 – MAC address– VLAN
 – QoS implementation (Pbit)
 › Internet Protocol– Packet format– IP addresses and sub networks
 – QoS implementation (DiffServ)
 › Transport Protocols– UDP– SCTP
 – TCP
 – GTP-U– Other protocols used along with IP in LTE RAN (e.g. ARP and RSTP)
 Figure 4-1 Ethernet and IP Suite summary
 RBS6000 supports IPv4 (Internet Protocol) traffic via Gigabit (1000 Mbit/s)
 Ethernet and Fast (10/100 Mbit/s) Ethernet interfaces in LTE RAN L11.
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 2.1 Ethernet physical layer
 The syntax used to describe Ethernet physical interfaces is described below. The
 syntax specifies both the speed and the physical media used. Some examples are
 shown in the figure.
 10BASE10BASE--TT
 10BASE10BASE--FF
 10BASE10BASE--TT
 SomethingBASESomethingBASE--SOMETHINGSOMETHING
 Figure 4-2 Ethernet Physical Layer Naming Conventions
 2.1.1.1 10BASE-T
 10BASE-T can, as the name suggests, carry 10 Mbit/s over an Ethernet link. This
 standard was the first vendor-independent one over twisted pair wiring.
 2.1.1.2 Fast Ethernet
 Fast Ethernet is the 100 Mbit/s version of the Ethernet standard, and it was
 adopted in 1995.
 100BASE-T has some important differences from 10BASE-T. Changes have
 been made to the Physical layer components. New sub-layers such as the
 Reconciliation sub-layer and an interface called the MII (Media Independent
 Interface) have been defined in the specification. The physical encoding scheme
 is also different.
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 2.1.1.3 Gigabit Ethernet
 The Gigabit Ethernet (1000BASE-T) provides 1000 Mbit/s Ethernet transmission
 over electrical cabling. The 1000BASE-T physical layer supports full duplex
 baseband transmission over four pairs of Category 5 balanced cabling. The
 aggregate data rate of 1000 Mbit/s is achieved by transmission at a data rate of
 250 Mbit/s over each wire pair.
 One of the most common optical interfaces is the 1000BASE-SX which
 commonly is used for intra-building connectivity. It supports ranges up to some
 hundred meters.
 2.1.1.4 Auto Negotiation
 When two nodes try to agree on a common link speed, they first try the highest
 possible one and then step down until they find a speed that both sides of the
 connection can handle. Factors that can influence on speed are, for example,
 distance and type of transmission links.
 Most switches can negotiate on each port, so a combination of 10 Mbit/s and 100
 Mbit/s stations on the ports may exist. There is also half and full duplex
 negotiation.
 2.1.2 Ethernet Frame
 The Ethernet Frame uses the Ethernet Physical medium to transport packets of
 variable size. The packet format shown below may vary a bit depending on
 whether the frame is tagged with a so-called Virtual LAN number (described
 later in this chapter) and if the frame type is based on Ethernet or the more
 recently defined IEEE 802.3 standard.
 Preamble
 8
 DA
 6
 SA
 6
 Type
 2
 Data
 46 to 1500
 CRC
 4
 Ethernet frame (also Ethernet ver.2 Frame a.k.a. DIX Ethernet)
 Preamble
 7
 SFD
 1
 DA
 6
 SA
 6
 Length
 2
 FCS
 4
 DSAP
 1
 SSAP
 1
 Ctrl
 1
 IEEE 802.3 frame
 IEEE 802.2 header
 Type
 5
 Data
 1492
 Figure 4-3 Frame formats for Ethernet and IEEE 802.3
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 2.1.2.1 Preamble
 A 56-bit sequence used for frame synchronization.
 2.1.2.2 SFD
 The Start Frame Delimiter indicates the start of the actual frame.
 2.1.2.3 DA and SA
 There are two MAC Layer addresses in an Ethernet frame. The first is the address
 of the source device and the second is the intended destination device. Each
 address consists of 48 bits, or 12 hexadecimal digits, which are typically denoted
 by six, two-digit hexadecimal numbers, for example, 00-80-2C-00-19-20. The
 first six digits identify the manufacturer and the last six digits are used as a serial
 number.
 Since any transmission on the Ethernet bus is a broadcast, each device receives
 all transmitted frames. If the destination address in a received frame is not for that
 device, the frame is discarded.
 The Destination MAC Address (DA) is the address of the receiver of the frame
 and the Source Address (SA) is the sender. The figure below shows the structure
 of the MAC address format.
 7 0- 7 0- 7 0- 7 0- 7 0- 7 0-
 Manufacturer Code Serial Number
 3 bytes 3 bytes
 bit orderOctet order
 MAC address also
 know as:
 • Ethernet Address
 • Hardware address
 • Datalink Address
 Figure 4-4 MAC address format
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 2.1.2.4 Type/Length
 This value indicates either the Length of the data field (if the number of bytes is
 less or equal to 1500) or the MAC client protocol Type (if the number of bytes is
 greater than 1500). For example, the HEX number 0800 indicates that the
 Ethernet frame is carrying the IP protocol.
 2.1.2.5 DSAP, SSAP and Ctrl
 The Destination Service Access Point (DSAP) is the first part of the IEE 802.2
 (or Link Layer Control) 3-Byte header. The LLC sub layer is placed between the
 MAC layer and the data link layer to provide a user interface to upper protocols.
 The idea with DSAP and Source Service Access Point (SSAP) is to indicate
 which protocols are sending and receiving data. The last Byte in the LLC header
 contains control (Ctrl) information.
 2.1.2.6 Data
 This is the actual payload field. It contains 46-1500 Bytes of payload if the
 Ethernet frame is used and 42-1496 Bytes of data if the IEEE 802.3 frame with
 IEEE 802.2 header is used.
 2.1.2.7 CRC/FCS
 Cyclic Redundancy Check (CRC) and Frame Check Sequence (FCS) are used to
 ensure that the frame was correctly received.
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 2.1.3 Layer 2 Switch
 A switch connects LAN segments by providing full bandwidth at each port. If
 full duplex is used, no collisions occur in either direction.
 Packets are processed in parallel by very fast hardware. Vendors claim a
 switching delay of only 40 microseconds, which they measure as the time
 between the first bit of a packet received and the first bit of the same packet
 transmitted.
 The Layer 2 switch receives Ethernet frames and uses an own “lookup table” to
 find out which other port to forward the frame to. As described below, it is
 possible to tag an Ethernet frame with a so-called Virtual LAN id (VLAN id).
 Since switch ports need to have a VLAN number in its member list to allow a
 frame tagged with that number to pass through the port, VLAN is a way of
 creating logical subnets for Ethernet.
 2.1.3.1 Virtual LANs
 A virtual local area network (VLAN) is a logical grouping of nodes (clients and
 servers) residing in a common broadcast domain. The broadcast domain has been
 artificially created within a multiport switch by a LAN manager. As illustrated
 below, a broadcast frame sent on any VLAN#1 port will be seen on all VLAN#1
 ports, but not on any other port. Alternatively, members of a VLAN may not be
 physically connected to the same switch or even in the same physical area. Yet,
 members of a VLAN (local and remote) would see broadcast frames as though all
 were physically connected to the same Layer 2 bridge or switch.
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 › A VLAN is a logical grouping of nodes (clients and servers) residing in a common broadcast domain
 › The broadcast domain has been artificially created within a
 LAN switch
 – standard 802.3ac
 VLAN #1 – 9 workstations or nodes
 VLAN #2 – 14 workstations or nodes
 VLAN #3 – 10 workstations or nodes
 VLAN #4 – 7 workstations or nodes
 Figure 4-5 Virtual LANs (VLANs)
 VLAN-enabled switches can replace routers that are only used to segment a
 network. This results in a cheaper solution that provides an easier allocation of
 resources, such as changing the physical location (different building) of a user
 and remaining a member of a particular VLAN.
 VLANs are made possible by tagging each frame with an additional 4-byte
 header on top of the normal Layer 2 header (see figure below). That is, a VLAN
 enabled switch operates at Layer 2.5 - above Layer 2 and below Layer 3.
 Preamble
 7
 SFD
 1
 DA
 6
 SA
 6
 Type
 2
 Data
 46 to 1500
 CRC
 4
 Preamble
 7
 SFD
 1
 DA
 6
 SA
 6
 Type
 2
 Data
 46 to 1500
 CRC
 4
 TPI
 2
 TAG
 2
 User priority
 3 bits
 CFI
 1 bit
 VLAN ID to identify 4096 possible VLANs
 12 bits
 Normal Ethernet Frame
 VLAN Tagged ETH FrameInserted Fields
 Figure 4-6 Ethernet ver 2 frame after VLAN tagging
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 2.1.3.2 TPI
 The Tag Protocol Identifier is set to the value 0x8100 to identify the frame as
 IEEE 802.1Q (VLAN) tagged.
 2.1.3.3 TAG
 The actual VLAN TAG contains the following:
 • User priority. This is where QoS levels can be introduced for
 different types of traffic. These three bits (eight levels of QoS
 ranged 0-7) are also commonly called P-bits.
 • Canonical Format Indicator (CFI) which is a flag showing the
 order in which the bits are arranged in the following Bytes (i.e.
 which bit is the most significant).
 • The VLAN ID. VLAN is used to create logical networks at Layer
 2 level.
 2.2 Internet Protocol (IP)
 The Internet Protocol version 4 (IPv4) is a connectionless protocol that is
 primarily responsible for addressing and routing packets between network
 devices. Connectionless means that a session is not established before data is
 exchanged. The internet protocol provides for transmitting blocks of data called
 ‘datagrams’ from sources to destinations, where sources and destinations are
 hosts identified by fixed length addresses.
 IP is unreliable because packet delivery is not guaranteed. IP makes what is
 termed a ‘best effort’ attempt to deliver a packet. Along the way a packet may be
 lost, delivered out of sequence, duplicated or delayed. An acknowledgement is
 not required when data is received. The sender or receiver is not informed when a
 packet is lost or out of sequence. The acknowledgement of packets is the
 responsibility of a higher-layer transport protocol, such as the Transmission
 Control Protocol (TCP).
 The Internet protocol also provides for fragmentation and reassembly of long
 datagrams, if necessary, for transmission through "small packet" networks. A
 large datagram must be divided into smaller pieces when it has to traverse a
 network that supports a smaller packet size. For example, an IP packet on a Fiber
 Distributed Data Interface (FDDI) network may be up to 8,968 bytes long. If such
 a packet needs to traverse an Ethernet network, it must be split up into IP packets,
 which are a maximum of 1500 bytes long.
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 › Provides logical 32-bit network addresses
 › Routes data packets
 › Connectionless protocol - no session is established
 › “Best effort” delivery
 › Reliability is responsibility of higher-layer protocols and
 applications
 › Fragments and reassembles packets
 Figure 4-7 IP Characteristics
 2.2.1 Routing of IP Packets
 The Internet modules use the addresses carried in the internet header to transmit
 internet datagrams toward their destinations. The selection of a path for
 transmission is called routing. IP delivers its packets in a connectionless mode. It
 does not check to see if the receiving host can accept data. Furthermore, it does
 not keep a copy in case of errors or retransmission. IP is therefore said to “fire
 and forget”.
 When a packet arrives at a router, the router forwards the packet only if it knows
 a route to the destination. If it does not know the destination, it drops the packet.
 In practice, routers rarely drop packets, because they typically have default routes
 defined.
 The router does not send any acknowledgements to the sending device. A router
 analyses the checksum. If it is not correct then the packet is dropped. It also
 decreases the Time-To-Live (TTL), and if this value is zero, then the packet is
 dropped and an ICMP message (contains control information - ICMP will be
 covered later in this chapter) is sent to the originator.
 2.2.2 IP Packet Format
 The diagram shows the format of an IP packet (version 4) and its constituent
 components.
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 IP Data
 +0
 +4
 bit order
 01234567012345670123456701234567
 octet +0 octet +1 octet +2 octet +3
 octet order
 datagram format
 +8
 +12
 +16
 +20
 ver total length
 time to live
 source IP address
 options (if any) padding
 hdrlength
 identification flags fragment offset
 header checksumprotocol
 destination IP address
 +24
 type ofservice
 IP Data
 +0
 +4
 bit order
 01234567012345670123456701234567
 octet +0 octet +1 octet +2 octet +3
 octet order
 datagram format
 +8
 +12
 +16
 +20
 ver total length
 time to live
 source IP address
 options (if any) padding
 hdrlength
 identification flags fragment offset
 header checksumprotocol
 destination IP address
 +24
 type ofservice
 Figure 4-8 IPv4 Packet Format
 2.2.2.1 Version
 The version field occupies bits +4 through +7 of the +0 octet. Although the range
 of values is 0 to 15, the value used by IP version 4 (IPv4) is equal to 4. By means
 of this field, different versions of the IP could operate in the Internet. When using
 IPv6 the value of this field is equal to 6. The only other assigned value is five,
 which defines ST Datagram Mode, an experimental stream mode. All other
 values are reserved or unassigned.
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 2.2.2.2 Header Length
 The header length field occupies bits +0 through +3 of the +0 octet. The value
 represents the number of octets in the header divided by four, which makes it the
 number of 4-octet groups in the header. For example, the version, header length
 and type of service occupies 32 bits, which is equal to one 4-octet group and
 causes the header length field to be increased in magnitude by +1. The header
 length is used as a pointer to the beginning of data and is usually equal to 5,
 which defines the normal 20-octet header without options. When options are
 used, padding may be required to make the total size of the header an even
 multiple of 4-octet groups. The range of value for the header length is 5 to 15.
 2.2.2.3 Type of Service
 The Type of Service field occupies bits +0 through +7 of the +1 octet of the IP
 header and specifies the precedence and priority of the IP datagram.
 Traditionally, the Type of Service field was unused. In recent years, an IETF
 technology called “Diffserv” has been developed which makes use of six bits of
 this field. DiffServ, which is also called DSCP (Differentiated Services Code
 Point) is further described later in this chapter.
 2.2.2.4 Total Length
 The total length field is used to identify the number of octets in the entire
 datagram. The field has 16 bits and the range is between 0 and 216
 -1 (65,535)
 octets. Since the datagram is typically contained in an Ethernet frame, the size
 will usually be less than 1,500 octets. Larger datagrams may be handled by some
 intermediate networks of the Internet, but are segmented if a network router is
 unable to handle the larger size. (See fragmentation description that follows.) The
 IP specification sets a minimum size of 576 octets that must be handled by
 routers without fragmentation. Datagrams larger than this are subject to
 fragmentation.
 2.2.2.5 Identification
 The value of the 16-bit identification field is a sequential number assigned by the
 originating host. The numbers cycle between 0 and 216
 -1 (65,535). When
 combined with the originating host address, the number produces a unique
 number in the Internet. This number is used to aid in the assembling of a
 fragmented datagram.
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 2.2.2.6 Fragment Offset
 When the size of a datagram exceeds the maximum of an intermediate network, it
 is segmented by that network. The 13-bit fragment offset field represents the
 displacement (in increments of eight octets) of this segment from the beginning
 of the entire datagram. The 13-bit offset field provides a displacement within the
 original datagram of this fragmented segment’s position. Since the value
 represents groups of eight octets, the effective range of the offset is between zero
 and 213
 -1 (65,535) octets. The resulting fragments are treated as complete
 datagrams and remain that way until they reach the destination host where they
 are reassembled into the original datagram. Each fragment has the same header as
 the original header except for the fragment offset field, identification field and the
 flags field. Since the resulting datagrams may arrive out of order, these fields are
 used to assemble the collection of fragments into the original datagram.
 2.2.2.7 Flags
 The flags field occupies bits +5 through +7 of the +6 octet and contains two flags.
 The low-order bit (bit +5) is used to denote the last fragmented datagram when
 set to zero. That is, intermediate (non-last) datagrams have the bit set equal to one
 to denote more datagrams are to follow. The high-order bit (bit +7) is set by an
 originating host to prevent fragmentation of the datagram. When this bit is set
 and the length of the datagram exceeds that of an intermediate network, the
 datagram is discarded by the intermediate network and an error message returned
 to the originating host via the ICMP. Bit +6 of the field is not used.
 2.2.2.8 Time to Live
 The Time To Live (TTL) field represents a count (in seconds) set by the
 originator during which the datagram can exist in the Internet before being
 discarded.
 Hence, a datagram may loop around an internet for a maximum of 28-1 or 255
 seconds before being discarded. The current recommended default TTL for the IP
 is 64. Since each router handling a datagram decrements the TTL by a minimum
 of one, the TTL can also represent a hop count. The originator of the datagram is
 sent an error message via the ICMP when the datagram is discarded.
 2.2.2.9 Protocol
 The protocol field is used to identify the next higher layer protocol using the IP.
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 It will normally identify either the TCP (value equal to 6), UDP (value equal to
 17) or SCTP (value equal to 132) Transport Layer, but may identify up to 255
 different Transport Layer protocols. An upper layer protocol using the IP must
 have a unique protocol number.
 2.2.2.10 Checksum
 The 16-bit checksum field provides assurance that the header has not been
 corrupted during transmission. The least significant bit of the checksum is bit +0
 of octet +11. The checksum includes all fields in the IP header, starting with the
 version number and ending with the octet immediately preceding the IP data
 field, which may be a pad field if the option field is present. The checksum
 includes the checksum field itself, which is set to zero for the calculation. The
 checksum represents the 16-bit one’s complement of the one’s complement sum
 of all 16-bit groups (double octet pairs) in the header. An intermediate router that
 changes a field in the IP header (e.g., time-to-live) must recalculate the checksum
 before forwarding it. Users of the IP must provide their own data integrity, since
 the IP checksum is only for the header.
 2.2.2.11 Addresses
 The 32-bit source and destination IP address fields contain the network and host
 identifiers of the originating and destination end points, respectively. The source
 IP address may be a class A, B or C type address. The destination IP address may
 be class A, B, C or D type address. The class of IP addresses is explained in a
 later module.
 2.2.2.12 Options
 The presence of the options field is determined from the value of the header
 length field. If the header length is greater than five, at least one option is present.
 Although it is not required that a host set options, it must be able to accept and
 process options received in a datagram. The options field is variable in length.
 Each option declared begins with a single octet that defines the format of the
 remainder of the option. Options that may be invoked include:
 Copy flag - The copy flag is used by intermediate routers when a datagram is
 being fragmented. If the bit is set equal to one, each fragment generated must
 contain the same option. If the bit is set equal to zero, the option is purged.
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 Loose, record, strict source routing and timestamp - These options construct a list
 (empty for the record option) and place the IP address of routers to be traversed.
 Strict source routing has the precise route that must be taken, while loose source
 routing has only the major points of the path allowing some flexibility. The
 record option does not dictate the path and only provides space for the actual path
 to be recorded. As a router processes the header, it performs the required
 operation directed by the option. For example, enter its IP address and the time
 processed. This provides the originator with information as to the path taken and
 the time it was processed by each router.
 2.2.2.13 Pad
 The pad field, when present, consists of 1 to 3 octets each equal to zero to make
 the total number of octets in the header divisible by four.
 2.2.2.14 Data
 The data field contains the Transport Layer header and its data field.
 2.2.3 The IPv4 Address
 The 32-bit source and destination IP address fields contain the network and host
 identifiers of the originating and destination end points, respectively.
 Every network interface on a TCP/IP device is identified by a globally unique IP
 address. Host devices, for example, PCs, typically have a single IP address.
 Routers typically have two or more IP addresses, depending on the number of
 interfaces they have. Each IPv4 address is 32 bits long and is composed of four 8-
 bit fields called octets. The address is normally represented in ‘dotted decimal
 notation’ by grouping the four octets and representing each one in decimal form.
 A decimal number in the range 0-255 then represents each octet.
 For example, 11000001 10100000 00000001 00000101, is represented as
 193.160.1.5.
 Each IP address consists of a network ID and a host ID. The network ID
 identifies the systems that are located on the same network. The network ID must
 be unique to the internetwork. The host ID identifies a TCP/IP network device (or
 host) within a network. The address for each host must be unique to the network
 ID. In the example above, the PC is connected to network ’193.160.1.’ and has a
 unique host ID of ‘.5’.
 The Internet Assigned Numbers Authority (IANA) has ultimate control over
 network IDs assigned and sets the policy. The IANA has delegated this
 responsibility to four regional Internet registries.
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 193.160.1.0
 193.160.1.1 193.160.2.1
 193.160.2.0
 193.160.1.5
 193.160.2.83
 11000001 10100000 00000001 00000101Binary Format
 Dotted Decimal Notation 193.160.1.5
 The lowest address in
 a subnet is the
 ”Network address”
 Default Gateway is the
 address that users of this
 subnetwork use to reach users in other subnets.
 User address.
 193.160.1.0
 193.160.1.1 193.160.2.1
 193.160.2.0
 193.160.1.5
 193.160.2.83
 11000001 10100000 00000001 00000101Binary Format
 Dotted Decimal Notation 193.160.1.5
 Binary Format
 Dotted Decimal Notation 193.160.1.5
 The lowest address in
 a subnet is the
 ”Network address”
 Default Gateway is the
 address that users of this
 subnetwork use to reach users in other subnets.
 User address.
 Figure 4-9 The IP Address
 2.2.3.1 Binary to Decimal
 Each bit position in an octet has an assigned decimal value. A bit set to zero
 always has a zero value. The lowest order bit has a decimal value of 1. The
 highest order bit has a decimal value of 128. The highest decimal value of an
 octet is 255, that is, when all bits are set to one. In the example below, the binary
 value 10011000 is converted to a decimal value of 152.
 Binary Value
 Decimal Value
 If all bits are set to 1 then the decimal value is 255, that is,
 1+2+4+8+16+32+64+128=255
 1 1 1 1 1 1 11
 2627 24 2022 212325
 128 248163264 1
 1 1 1 1 1 1 11
 2627 24 2022 212325
 128 248163264 1
 Figure 4-10 Converting from Binary to Decimal
 Note that occasionally IP addresses are written in hexadecimal notation. In order
 to convert from binary to hexadecimal, take each block of four bits and change to
 the hexadecimal equivalent, for example, 1001 1000 is equal to 98 in hex.
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 Example:
 163.33.232.166 = 10100011.00100001.11101000.10100110 = A3.21.E8.A6
 (Hex)
 2.2.3.2 Subnet Mask
 › Blocks out a portion of the IP address to distinguish the Network ID
 from the host ID.
 › Specifies whether the destination’s host IP address is located on a
 local network or on a remote network.
 › Subnetwork mask is given in the same range as IP addresses, i.e.
 0.0.0.0 – 255.255.255.255
 › Network prefix length is sometimes given to indicate the mask size.
 The length corresponds to the consecutive number of 1:s if the mask
 is converted to binary format. The mask 255.255.255.0 can be
 rewritten in binary format as:
 11111111.11111111.11111111.00000000
 Summing up the number of ones gives the network prefix length 24.
 Figure 4-11 Subnetwork mask summary
 A subnet mask is a 32-bit address used to:
 • Block out a portion of the IP address to distinguish the network
 ID from the host ID.
 • Specify whether the destination host’s IP address is located on
 a local network or on a remote network.
 For example, an IP device with the IP Address 160.30.20.10 and Subnet Mask
 255.255.255.0 knows that its network ID is 160.30.20 and its host ID is .10.
 For convenience, the subnet mask can be written in prefix length notation. The
 prefix-length is equal to the number of contiguous one-bits in the subnet mask.
 Therefore, the network address 160.30.20.10 with a subnet mask 255.255.255.0
 can also be expressed as 160.30.20.10/24.
 (255.255.255.0 = 11111111.11111111.11111111.00000000 which makes 24 1s
 in sequence)
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 The default subnet masks or prefix lengths for a Class A address is 255.0.0.0 or
 /8, for a Class B default mask is 255.255.0.0 or /16 and for a Class C default
 mask is 255.255.255.0 or /24.
 It is also possible to use classless interdomain routing (CIDR). Then the classes
 A, B and C are not used. Instead, it is possible to use an arbitrary size for the
 mask. On a point-to-point link, the /30 subnet mask is usually used.
 ANDing is an internal process that TCP/IP uses to determine whether a packet is
 destined for a host on a local network, or a host on a remote network. When
 TCP/IP is initialised, the host’s IP address is ANDed with its subnet mask. Before
 a packet is sent, the destination IP address is ANDed with the same subnet mask.
 If both results match, IP knows that the packet belongs to a host on the local
 network. If the results don’t match, the packet is sent to the IP address of an IP
 router. To AND the IP address to a subnet mask, TCP/IP compares each bit in the
 IP address to the corresponding bit in the subnet mask. If both bits are 1s, the
 resulting bit is 1. If there is any other combination, the resulting bit is 0. The four
 possible variations are as follows:
 1 AND 1 – 1
 1 AND 0 – 0
 0 AND 1 – 0
 0 AND 0 – 0
 2.2.4 Routers (L3 switch)
 The router’s job is to take in packets and decide the next hop that they should
 take towards their destination. The router does this by looking at the destination
 IP address in the IP packet header. Since the router looks at the IP address to
 make a forwarding decision it is by definition an OSI layer 3 device.
 The router knows which way to forward packets as it has built up a routing table,
 which is like a map of the broader network. The router builds up this routing
 table by exchanging routing protocol updates with other routers in the network.
 2.2.4.1 Router Operation
 A router receives an IP packet on one of its interfaces, and forwards the packet or
 another of its interfaces (or possibly more than one if the packet is a multicast
 packet), in accordance with the contents of the IP header.
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 As the packet is forwarded hop by hop the packet's network-layer header, the IP
 header, remains relatively unchanged. However, the data link headers (e.g. MAC
 destination and source fields) and physical transmission schemes may change
 radically at each hop in order to match the changing media types.
 We will now examine what happens when a router receives a packet from one of
 its attached Ethernet segments. If the Ethernet type is set to 0800, indicating an IP
 packet, the Ethernet header is stripped from the packet, and the IP header is
 examined. Before discarding the Ethernet header, the router notes the length of
 the Ethernet packet and whether the packet has been multicast or broadcast on the
 Ethernet segment by checking a particular bit in the destination MAC address. In
 some cases routers will refuse to forward data link multicasts or broadcasts.
 The router then verifies the contents of the IP header (described later in this
 chapter) by checking the Version, Internet Header Length (IHL), Length, and
 Header Checksum fields. The IHL must be greater than or equal to the minimum
 IP header size (five 32-bit words). The length of the IP packet expressed in bytes
 must be also larger than the minimum header size. In addition, the router should
 check that the entire packet has been received, by checking the IP length against
 the size of the received Ethernet packet. Finally, to verify that none of the fields
 of the header have been corrupted, the 16-bit one’s-complement checksum of the
 entire IP header is calculated and verified.
 If any of these basic checks fail, the packet is deemed so malformed that it is
 discarded without even sending an error indication back to the packet's originator.
 Next, the router verifies that the Time To Live (TTL) field is greater than 1. The
 purpose of the TTL field is to make sure that packets do not circulate forever
 when there are routing loops. Each router decrements the TTL field on the way to
 a destination. When the TTL field is decremented to 0, the packet is discarded,
 and an Internet Control Message Protocol (ICMP) TTL Exceeded message is sent
 back to the host. On decrementing the TTL, the router must adjust the packet's
 Header Checksum.
 The router then looks at the destination IP address. The destination IP address is
 used as a key for the routing table lookup. The best matching routing table entry
 is returned, indicating whether or not to forward the packet. If the packet is to be
 forwarded, this entry also indicates the interface on which to forward the packet
 and the IP address of the next IP router. In a point-to-point link, the next hop
 router does not need to be pointed out.
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 5
 72 3
 4A
 B
 C
 Destination IP: 10.0.0.1
 Destination MAC: 2
 Destination IP: 10.0.0.1
 Destination MAC: 7
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 1
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 Destination IP: 10.0.0.1
 Destination MAC: 9
 IP: 10.0.0.1
 - A, B and C are different subnets
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 addresses
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 Destination IP: 10.0.0.1
 Destination MAC: 2
 Destination IP: 10.0.0.1
 Destination MAC: 7
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 8
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 9
 Destination IP: 10.0.0.1
 Destination MAC: 9
 IP: 10.0.0.1
 - A, B and C are different subnets
 - 1, 2, 3, ... are different MAC
 addresses
 Figure 4-12 Path Taken by an IP Packet in an Internet
 2.2.4.2 Finding next hop Router using Default Gateways
 We have described how a router forwards an IP packet. However, to start with, an
 IP packet sent from a host in one network to a destination in another network
 must find a router to send a packet to.
 When a host sends a packet, it must determine the next hop. A host that has one
 network connection, such as an Ethernet interface, has an IP address assigned to
 it. The first test that the host performs is to determine whether the packet's
 destination address belongs to the same subnet. A logical AND is performed with
 the subnet mask and the destination IP address and compared to the result of a
 logical AND between the subnet mask and the host’s own IP address. If the result
 is different, the destination is remote and the next hop's address is of a router on
 the path to this remote location. The host is configured with the IP address of the
 next hop router, that is, the default gateway.
 The host must now find the hardware address of the default gateway. The host
 broadcasts an ARP (Address Resolution Protocol, described later in this chapter)
 request packet over the Ethernet. All stations receive this. The default gateway
 recognizes the IP address and sends back an ARP reply. The hosts keep the result
 of the translation in their cache memories. If the host has to send more packets to
 the same destination it simply looks into the cache and copies the 48-bit hardware
 address without having to resort to ARP. Requests and responses are identified by
 the operation code (resp 1 and 2).
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 Default Gateway
 Subnet Mask
 IP Address 160.30.100.20
 255.255.255.0
 160.30.100.1
 Subnet Mask
 IP Address 160.30.100.10
 255.255.255.0
 255.255.255.0
 160.30.200.1
 255.255.255.0
 Default Gateway
 Subnet Mask
 IP Address 160.30.200.10
 255.255.255.0
 160.30.200.1
 160.30.100.1Default Gateway
 160.30.100.1
 Default GW is used when the destination
 is not in the routing table
 Figure 4-13 Default Gateway
 2.2.4.3 Routing Tables
 All TCP/IP routing protocols have ways of discovering the reachable IP address
 prefixes and, for each prefix, the next-hop router to use to forward data traffic to
 the prefix. As the network changes - leased lines fail, new leased lines are
 provisioned, routers crash, and so on - the routing protocols continually
 reevaluate prefix reachability and information about the next hop to use for each
 prefix. The process of finding the new next hop after the network changes is
 called convergence. Routing protocols that find the new next hop quickly, that is,
 protocols having a short convergence time, are preferred.
 A router's routing table instructs the router how to forward packets. There is a
 separate routing table entry for each address prefix that the router knows. Entries
 in the routing table are also commonly known as routes. If a packet's IP
 destination falls into the range of addresses described by a particular routing table
 entry's prefix, we say that the entry is a match.
 Many routers have a default route to external destinations in their routing table,
 that is, destinations that are not within the routing domain. The default route
 matches every destination, although it is overwritten by all the more specific
 prefixes.
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 Routing Table
 Network Interface Metric
 A 1 10
 C 2 65
 B 3 65
 1 2
 3
 A
 B
 C
 Figure 4-14 Routing Tables
 3 Transport protocols
 On top of the Internet Protocol a number of other protocols are added to provide
 traffic control and other services. The protocols handled in this section are shown
 in the figure below.
 UDP
 IP
 TCP
 Physical network and EthernetPhysical network and Ethernet
 ports
 617 protocols
 ICMP
 1Utility (no ports)
 PingPing
 SCTPSCTP
 132
 Control
 plane
 User plane over GTP-U and NW
 synch over NTP O&M
 Figure 4-15 Transport Protocols and ICMP
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 The three transport protocols Transmission Control Protocol (TCP), User
 Datagram Protocol (UDP) and Stream Controlled Transmission Protocol (SCTP)
 are all used in LTE RAN to provide end ports for connections. TCP and SCTP
 also add QoS to the transmission in terms of acknowledgements and
 retransmissions of IP packets. The figure below summarizes these three protocols
 and the following sections cover them in more detail. The ICMP (Internet Control
 Message Protocol) is described later in this chapter.
 › Transmission Control Protocol (TCP)
 – Used when transmitting e.g. web traffic
 – Reliable connections, sessions and acknowledgements
 – Used in LTE for O&M traffic
 › User Datagram Protocol (UDP)
 – Used for transmitting real time data with low QoS demands
 – Unreliable, no sessions, no acknowledgements
 – Used in LTE for Network Synch and User Plane traffic
 › Stream Controlled Transmission Protocol (SCTP)
 – Used when several, parallel data streams are needed
 – Reliable connections, sessions, acknowledgements, multiple simultaneous streams
 – Used in LTE for Signalling (e.g. S1-AP)
 › GPRS Tunneling Protocol for User data (GTP-U)
 – Transported over UDP
 – Used to tunnel user data traffic between the eNodeB and the EPC.
 Figure 4-16 Transport Protocols
 3.1.1 TCP
 TCP (Transmission Control Protocol) is a method (protocol) used along with the
 Internet Protocol to send data in the form of message units between computers
 over the Internet. While IP takes care of handling the actual delivery of the data,
 TCP takes care of keeping track of the individual units of data (called packets)
 into which a message is divided for efficient routing through the Internet.
 For example, when an HTML file is sent from a Web server, the TCP program
 layer in that server divides the file into one or more packets, numbers the bytes,
 and then forwards them individually to the IP program layer. Although each
 packet has the same destination IP address, they may be routed differently
 through the network. At the other end (the client program in the destination
 computer), TCP reassembles the individual packets to a file and forwards it to the
 end user.
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 TCP offers reliable connections, which means that a connection is established
 and maintained until the service using the connection is taken down. TCP is
 responsible for ensuring that a message is divided into the packets that IP
 manages and for reassembling the packets back into the complete message at the
 other end. The TCP frame format is shown in the following figure:
 Source Port
 HL
 Destination Port
 Sequence Number
 Data
 32 bits
 Acknowledgement Number
 Window Size
 Checksum Urgent Pointer
 Options (0 or more 32-bit words)
 URG
 ACK
 PSH
 RST
 SYN
 FIN
 Source Port
 HL
 Destination Port
 Sequence Number
 Data
 32 bits
 Acknowledgement Number
 Window Size
 Checksum Urgent Pointer
 Options (0 or more 32-bit words)
 URG
 ACK
 PSH
 RST
 SYN
 FIN
 URG
 ACK
 PSH
 RST
 SYN
 FIN
 Figure 4-17 TCP frame format
 3.1.1.1 Source and Destination Port
 Contains a 16-bit port identifier for each packet (65536 ports are available).
 3.1.1.2 Sequence Number
 Each packet has a unique sequence ID.
 3.1.1.3 Acknowledgement Number
 The sequence number of the next expected package.
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 3.1.1.4 HL
 The Header Length field tells how big the header is.
 3.1.1.5 Header bits
 • URG: Urgent pointer field in use
 • ACK: Indicates whether frame contains acknowledgement
 • PSH: Data has been “pushed”. It should be delivered to higher
 layers right away.
 • RST: Indicates that the connection should be reset
 • SYN: Used to establish connections
 • FIN: Used to release a connection
 3.1.1.6 Window size
 Specification regarding the number of Bytes that are sent after the first
 acknowledged one.
 3.1.1.7 Checksum
 This is a control checksum for the TCP header and the IP address fields.
 3.1.1.8 Urgent Pointer
 Points to urgent data in the TCP data field.
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 3.2 UDP
 UDP (User Datagram Protocol) is a protocol that offers a limited amount of
 service when messages are exchanged between computers in a network that uses
 the Internet Protocol (IP). It is sometimes called a “fire and forget” protocol since
 it does not acknowledge received packets.
 Like TCP, UDP uses the Internet Protocol to actually deliver a data unit (called a
 datagram) from one computer to another. Unlike TCP, however, UDP does not
 provide the service of segmenting a message into packets and reassembling it at
 the destination. Specifically, UDP does not provide sequencing of the packets in
 which the data arrives. This means that the application program that uses UDP
 must be able to make sure that the entire message has arrived and is in the right
 order.
 UDP provides two services not provided by the IP layer. It provides the port
 number to help distinguish different user requests and, optionally, a checksum
 capability to verify that the data was received correctly.
 Source Port
 UDP Length
 Destination Port
 UDP Checksum
 Data
 32 bits
 Source Port
 UDP Length
 Destination Port
 UDP Checksum
 Data
 32 bits
 Figure 4-18 UDP frame format
 UDP: Connectionless, no retransmission, no acknowledgement, unreliable.
 135128623072012

Page 168
						

LTE L11 Configuration
 - 168 -
 © Ericsson AB 2011 LZT 123 9600 R2A
 3.3 SCTP
 One benefit of using SCTP (Stream Control Transmission Protocol) is that it can
 carry multiple independent message streams at the same time (as opposed to TCP
 where only one stream per connection is set up). In contrast to TCP, there is no
 head of line blocking if one packet is lost, which means that if one data stream
 loses a packet, only that stream is blocked whilst the other streams remain
 unaffected. Acknowledgement is also done on a message level instead of on byte
 level, which means a packet is not processed until the whole message is received.
 SCTP is viewed as a protocol layer between an SCTP user and an unreliable and
 connectionless packet network service such as IP. The basic service offered by
 SCTP is the reliable transfer of user messages between peer SCTP users. It
 performs this service within the context of an association between two SCTP
 endpoints.
 SCTP uses reliable associations and provides the means for each SCTP endpoint
 to provide the other endpoint (during association startup) with a list of transport
 addresses (i.e., multiple IP addresses in combination with an SCTP port) through
 which that endpoint can be reached and from which it will originate SCTP
 packets. The association spans transfers over all of the possible source/destination
 combinations, which may be generated from each endpoint’s lists.
 The SCTP protocol supports multi-homing. That is, SCTP is designed to establish
 robust communication associations between two endpoints that both may be
 reachable by more than one transport address.
 Source Port Destination Port
 Verification Tag
 32 bits
 Checksum
 Type Length
 Chunk 1 Data
 Flags
 Type Length
 Chunk N Data
 Flags
 Common
 Header
 Chunk 1
 Chunk N
 Source Port Destination Port
 Verification Tag
 32 bits
 Checksum
 Type Length
 Chunk 1 Data
 Flags
 Type Length
 Chunk N Data
 Flags
 Common
 Header
 Chunk 1
 Chunk N
 Figure 4-19 SCTP frame format
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 Some of the fields are similar to those described for TCP. The other ones are
 described below.
 3.3.1.1 Verification Tag
 The Verification Tag is a 32-bit random value created during initialization to
 distinguish packets from previous connections.
 3.3.1.2 Chunks
 Apart from the common SCTP header, each SCTP packet consists of chunks
 carrying data. 15 types are predefined and the maximum number of chunk types
 is 255. Each chunk has a common format, but the contents of the chunks can
 vary.
 • Type: One byte identifying the contents of the chunk
 • Flags: The flag occupies one byte and has different meanings
 depending on chunk type. Default value is zero.
 • Length: The total length of the chunk in bytes including type,
 flags, length and data fields.
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 3.4 GTP-U
 GPRS Tunneling Protocol for User data (GTP-U) carries a Tunnel Endpoint ID
 (TEID) at the S-GW side and in the eNodeB. Between these nodes, the traffic can
 be tunneled over various transport network types. The TEID is allocated by the S-
 GW and is related to a specific PDP context. In the Ericsson RBS6000, the TEID
 is mapped internally to a local session ID. The GTP-U header is shown in the
 next figure.
 Both X2 and S1 use GPRS Tunneling Protocol for User data
 (GTP-U) to transfer the user plane traffic.
 The GTP-U protocol entity provides packet transmission and reception services
 to user plane entities in the eNB, SGW and PDN-GW. The GTP-U protocol
 entity receives traffic from a number of GTP-U tunnel endpoints and transmits
 traffic to a number of GTP-U tunnel endpoints. There is a GTP-U protocol entity
 per IP address.
 The TEID (Tunnel Endpoint ID) in the GTP-U header is used to de-multiplex
 traffic incoming from remote tunnel endpoints so that it is delivered to the User
 plane entities in a way that allows multiplexing of different users, different packet
 protocols and different QoS levels. The TEID is mapped locally in the RBS6000
 to a local session ID.
 Type Total length
 TEID
 32 bits
 N-PDU NrSequence number
 Tot length Contents
 VER
 PRO
 RES
 NEH
 SEN
 NPN
 VER
 PRO
 RES
 NEH
 SEN
 NPN
 NEH
 ...
 Contents NEH
 Figure 4-20 GTP-U frame format
 The fields are not explained in detail here. The first Byte includes different flags
 that are used to enable/disable the use of Sequence number, N-PDU number and
 Next Extension Headers. GTP-U uses the first eight bytes of the GTP header
 which indicates the size of the payload field and gives access to the TEID.
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 3.5 Other Transport network protocols
 A set of other protocols are also used to provide link redundancy, protection
 against loops, security in the IP network and routing between IP networks. Some
 commonly used protocols are listed in this section. Only the functionality of the
 protocols is described, not the frame formats.
 › Address Resolution Protocol (ARP)
 – Links MAC address to IP address
 › Rapid Spanning Tree Protocol (RSTP or just STP)
 – Used to get rid of loops in Ethernet
 – Provides Link redundancy
 – Does NOT involve the RBS6000
 › Multi Protocol Labelled Switching (MPLS)
 – Used to create “virtual channels” over e.g. STM-1
 – Often used together with the Point to Point Protocol (PPP)
 – Does NOT involve the RBS6000
 › IP Security (IPsec)
 – IPsec provides encryption algorithms that can be used to protect traffic
 sent between different IP hosts.
 – IPsec is not supported in RBS6000 in L11A release
 – Configuration of IPsec is optional
 Figure 4-21 Some other protocols used in TN
 3.5.1 Internet Control Message Protocol (ICMP)
 The Internet Control Message Protocol (ICMP) reports errors and sends control
 messages on behalf of IP. ICMP does not attempt to make IP a reliable protocol.
 It simply attempts to report errors and provide feedback on specific conditions.
 ICMP messages are carried as IP packets and are therefore unreliable. A typical
 ICMP message is an echo request (so called “ping”) to check if a remote host is
 alive.
 3.5.2 ARP
 Every host in a network has one physical Ethernet address and one logical IP
 address. The Address Resolution Protocol (ARP) bridges these addresses
 together. The ARP protocol works on the same level as IP (directly on top of
 Ethernet).
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 3.5.3 RSTP
 A problem that may arise is that Ethernet frames get stuck in a loop between
 some of the switches.
 To combat this behavior, a Rapid Spanning Tree Protocol (RSTP) is used. The
 basic idea with the protocol is that each switch then learns if there is more than
 one path to reach a destination. The paths that are not primary can be blocked and
 hence there will be no risk that traffic is looped.
 RBS6000 has no built in switch and RSTP is not supported in this node.
 3.5.4 MPLS
 MPLS (Multi Protocol Labeled Switching) is developed by the Multi Protocol
 Switching Forum that also has developed the ATM standard, and MPLS works
 similar to ATM (“virtual channels” can be set up over, for example, Ethernet) but
 is more flexible in use with different protocols. Figure below is an example of
 how MPLS could be used. One MPLS supportive router terminates an Ethernet
 frame from, for example, an eNodeB.
 Between the router and some destination router MPLS is used to create a “virtual
 channel” over e.g. STM-1 (also Ethernet could serve as Layer 2, but this figure
 provides a typical example of an operator RAN backbone where, for example, an
 STM-1 ring is implemented). If the packet passes other so-called Label Switching
 Routers (LSRs) on the way, the “virtual channel” tag can be changed, just as in
 an ATM switch.
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 eNodeB
 eNodeB
 Lable Edge Router (LER)
 terminates Ethernet and
 adds MPLS headers (could be several)
 Lable Switching Router (LSR) routes based on MPLS header. The header could also get
 a new MPLS label in an LSR (compare with Virtual Channels in ATM). Lable Edge Router
 removes MPLS headers and delives traffic to the right
 destination over Ethernet
 E.g. Ethernet frame
 MPLS frame
 Label = 4 Label = 7
 P-GW
 eNodeB
 eNodeB
 Lable Edge Router (LER)
 terminates Ethernet and
 adds MPLS headers (could be several)
 Lable Switching Router (LSR) routes based on MPLS header. The header could also get
 a new MPLS label in an LSR (compare with Virtual Channels in ATM). Lable Edge Router
 removes MPLS headers and delives traffic to the right
 destination over Ethernet
 E.g. Ethernet frame
 MPLS frame
 Label = 4 Label = 7
 P-GW
 Figure 4-22 MPLS (Multi Protocol Labeled Switching)
 An LER (Label Edge Router) maps traffic to different MPLS tunnels depending
 on destination IP address, source IP address, DSCP, port values etc.
 One benefit with MPLS is that the network switching can be done on a hardware
 level (as opposed to in a router where, at least traditionally, the switching has
 been done in software). MPLS can also be used to create Virtual Private Network
 (VPN) tunnels.
 If MPLS is sent directly over STM-1, we must use an intermediate protocol to
 define the start and stop of the MPLS frames. Typically, the Point-to-Point
 Protocol (PPP) is used for this purpose. So, the protocol stack would be, for
 example, STM-1/PPP/MPLS/Layer 3 (e.g. IP) etc. The MPLS header is shown in
 the figure below.
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 Label
 20 bits
 Exp
 3 bits
 S
 1 bit
 TTL
 8 bits
 Experimental bits, used for
 QoS markingStack bit that tells if the
 label is the last one or if
 there are more labels stacked after this one.
 Flow label (or identifier) Time To Live
 Figure 4-23 MPLS header
 The 20-bit label field in the MPLS header contains the actual label value. 20 bits
 gives access to more than one million different label values. The Exp field in the
 header can be used to carry QoS information. The S bit indicates if there are more
 MPLS headers following this one. The procedure of using several MPLS headers
 after each other is called Label stacking. The TTL field is used to prevent MPLS
 frames from ending up in some infinite loop in a network.
 MPLS can make use of the Resource Reservation Protocol (RSVP) to reserve
 bandwidth for an aggregated set of circuits.
 MPLS is not supported in the RBS6000.
 Intentionally Blank
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 5 LTE Radio Network Functionality Overview
 1 Introduction
 In this appendix, a quick overview of the Radio Network Functionality is
 covered. In Chapter 2, configuration of the radio network was explained in
 detail, here the functionality is explained.
 2 Radio Network functionality
 Before going into the configuration of the Radio Network, a quick overview of
 the radio network functionality is presented here.
 2.1 EPS Bearer Service
 The term "EPS Radio Bearer Service" describes the overall connection between
 the UE and the Core Network edge node, PDN-GW. The EPS Bearer carries the
 end-to-end service and is associated with QoS (Quality of Service) attributes as
 decided by the operator. For user data, it maps down to a Radio Bearer from the
 UE to the eNB, and an S1 transport bearer between the eNB and the S-GW in the
 CN. Between the S-GW and the PDN-GW, a S5/S8 bearer is used to convey the
 transport between these nodes. The E-RAB is carried by a Radio Bearer between
 the UE and the RBS, and a user plane S1 Bearer. Figure below illustrates these
 relationships.
 135128623072012

Page 176
						

LTE L11 Configuration
 - 176 -
 © Ericsson AB 2011 LZT 123 9600 R2A
 P-GWS-GW Peer
 Entity
 UE eNB
 EPS Bearer Service
 Radio Bearer S1 Bearer
 End-to-end Service
 External Bearer
 Radio S5/S8
 Internet
 S1
 E-UTRAN EPC
 Gi
 E-RAB S5/S8 Bearer
 Figure 5-1 EPS Bearer Concept (User Plane)
 All services require a Signaling Connection to carry Radio Resource Control
 (RRC) signaling between the UE and eNB and ‘Non Access Stratum’ (NAS)
 signaling between the UE and MME.
 P-GWMME Peer
 Entity
 UE eNB
 NAS signaling
 Signaling Radio Bearer S1 CP
 AS signaling
 Radio S5/S8
 Internet
 S1
 E-UTRAN EPC
 Gi
 Figure 5-2 Control Plane Concept
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 The NAS messages are carried between the UE and the eNB using the Radio
 Resource Control (RRC) protocol on a Signaling Radio Bearer (SRB). They are
 transmitted between the eNB and the MME using the S1 Application Protocol.
 The SRBs carrying RRC messages are carried by Logical Channels that are
 mapped onto a transport channel and scheduled together with the user data onto
 the physical resources (Radio Link) by the MAC layer.
 EPS Bearer Service (S1-UP)
 Transport Bearer (GTP)
 UE
 RBSMME S/P-GW
 Radio Link
 Radio Link
 Radio Link
 Data Radio Bearer
 TrafficChannel
 RRC Signalling Channel
 Signalling Radio Bearer
 NAS Signalling Connection (S1-CP)
 S1 Signalling Bearer
 Figure 5-3 Radio Access Bearer (RAB) and NAS Signalling Connection
 2.2 Idle mode behavior
 When the UE is not connected to the network its behavior must be still
 controlled. The UE will be able to roam between GSM, WCDMA and LTE as
 illustrated in the figure below.
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 LTE
 WCDMA
 GSM
 CDMA2000
 IDLE
 MODE
 Figure 5-4 EPS Idle Mode Behavior: PLMN & Cell Selection
 The operation of the UE in idle mode will have a serious impact on network
 performance and capacity.
 Idle mode behavior is managed by the system information that is sent on the
 Broadcast Control Channel (BCCH) in each cell. The system information
 contains parameters that control cell selection and reselection, paging, location
 registration, access and also parameters related to other functions. By using
 different parameter settings in system information, the operator is allowed to
 modify the service area and the cells that the UE can camp on. Typical Idle Mode
 tasks are listed in the figure below.
 LTE
 › Monitor Paging
 › Monitor System Information
 › PLMN Reselection
 › Cell Reselection
 › Location Registration
 IDLE
 MODE
 Figure 5-5 EPS Idle Mode Behavior: Camp Normally
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 2.3 Radio Connection Supervision
 The Radio Connection Supervision (RCS) algorithm supervises the radio
 connection between the E-UTRAN and a UE in connected mode. The purpose of
 the supervision is to judge whether or not the E-UTRAN still has control over the
 UE. This supervision is only performed in the E-UTRAN for the uplink.
 Supervision of the downlink is carried out by a similar supervision function
 located in the UE.
 In the example in the figure below, as the UE leaves the coverage of RBS1 the
 network must decide when to disconnect the resources. The setting of the
 parameters for this algorithm is a balance between dropped calls on the network
 and quality of service.
 WHY:
 Not to use resources for the UEs that experience bad radio condition
 Not to charge end user for a service that can not be used
 Avoid hanging resources in the network
 How:
 UE monitor
 RBS monitorRBS2RBS 1
 CoverageCoverage
 No Coverage
 UE loses radio contact!
 RBS2RBS 1
 CoverageCoverage
 No Coverage
 UE loses radio contact!
 Figure 5-6 Radio Connection Supervision
 In the example the network could be configured to hold onto the resources for the
 UE until it reaches the coverage of cell 2. However there will be a break in
 transmission during the period of no coverage.
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 2.4 Power Control, Scheduling and Link Adaptation
 The key feature of the RBS is resource allocation and scheduling of the UEs, both
 in UL and in DL. In order to provide efficient resource usage from the RAN side
 and also to serve demands coming from different UEs scheduler takes in inputs
 from various sources. As the figure below illustrates one of the inputs is coming
 from CN in terms of QoS Class Identifier (QCI). QCI gets interpreted to local
 RAN QoS via QoS Framework. That translation will result in the UE
 prioritization.
 QoS Framework
 Link
 Adaptation
 SchedulingPower Control
 QoS Parameters
 Resource assignments
 UL/DL
 QCIs
 Channel feedback
 TPC commands
 RBS
 Figure 5-7 Scheduling, QoS, LA, PC Overview
 Scheduler also works closely with Link Adaptation function whose main task is
 to select a proper Transport Format (TF) based on SINR estimations, UE Power
 headroom and scheduled bandwidth.
 Power Control is used to minimize the transmitted power and to compensate for
 channel fading. It is also used to reduce intra cell interference and power
 consumption of the UE. Power Control bases its decisions on Channel predictions
 that are using UE measurements provided in Channel Feedback Reports (CFRs)
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 2.5 Capacity Management
 There are two algorithms responsible for capacity management in LTE:
 • Admission Control
 • Congestion Control
 • License Control
 Admission control blocks new incoming calls as well as handover attempts when
 the load in the system is high, thus reducing the call-dropping probability.
 Admission control is used in both the uplink and downlink. The admission
 decision is based on air interface load, by using measurements of uplink
 interference, downlink output power as well as the actual number of users. The
 admission functionality is also capable of including priority, for instance
 emergency calls, in the admission decision.
 In the illustration in the figure below, the last UE is blocked because the cell load
 has reached the defined ‘admission limit’.
 RBS
 Cell Load
 Admission
 limit
 Figure 5-8 Capacity Management (Admission Control)
 The setting of parameters associated with Admission control can have a serious
 effect on Network Capacity and revenue generated.
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 Congestion control is used to resolve overload in both the uplink and the
 downlink. It uses Power and RSSI (Received Signal Strength Indicator)
 measurements. In case of overload, congestion control reduces bit rates of delay
 tolerant existing connections or as a second option, removes existing connections.
 In the example below, the Cell load rises due to the increased power requirement
 of the UE that is moving away from the RBS. When this load reaches a defined
 limit the RBS must reduce it by delaying Best Effort (BE) packets. Eventually
 other users may need to be disconnected to reduce the load.
 RBS
 Cell Load
 Congestion limit
 ‘Delay p
 ackets’
 ‘Delay p
 ackets’
 RBS
 Figure 5-9 Capacity Management (Congestion Control)
 Again the setting of parameters associated with this functionality can have a
 serious impact of capacity and Quality of Service. LTE L11 does not have
 congestion control.
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 2.6 E-UTRAN Mobility
 There are three types of handover supported in the E-UTRAN:
 • Inter LTE Handover (between MME pools)
 • Intra LTE Handover (within an MME pool)
 o Intra eNB Handover
 o Inter eNB Handover
 � X2 Handover
 � S1 Handover
 • Inter Radio Access Technology (Inter-RAT) Session
 Continuity
 o GSM
 o WCDMA
 o CDMA 2000
 RBS 1 RBS 2
 X2
 Figure 5-10 E-UTRAN Mobility
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 2.7 Automated Neighbor Relation
 Automated Neighbor Relation (ANR) in LTE is a licensed feature that
 automatically builds up and maintains a neighbor list used for handover.
 • Automaticaly sets up neighbor relations when needed
 • Supervise neighbor relations
 • Remove unused neighbor relations
 Figure 5-11 Automated Neighbor Relation
 ANR adds neighbor relations to the cell neighbor list when User Equipment (UE)
 measurement reports indicate that a possible new neighbor relationship has been
 identified. When this occurs, the RBS requests the UE to report the unique Cell
 Global Identity (CGI) of the potential neighbor cell. Using this information, the
 RBS automatically creates a neighbor relation between the serving cell and the
 new neighbor cell and handover is facilitated.
 ANR also supervise the usage of the neighbor relation and it can remove
 neighbor relations that have not been used for a long period of time.
 The feature can be used together with manual optimization of neighbor lists, and
 is also able to remove neighbor cell relations which have not been used within a
 particular time period.
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 6 Appendix 3: Impact of IPv6 in Configuration
 1 Introduction
 In release L11B, IPv6 is supported on the S1/X2 interfaces for control and user
 plane traffic. The feature has the identity “FAJ 121 0858 IPv6”. (This feature is
 referred to as "IPv6 Backhaul Support" in the CPI. ) One may decide to migrate
 to IPv6 from IPv4, or introduce IPv6 from start.
 It is important to point out that IP transport for S1- and X2-interfaces is “single
 stack”, that is, only one of IPv4 or IPv6 is possible on the user and control plane.
 O&M (Mul interface) and synchronization do not have IPv6 support. Domain
 Name System (DNS) is supported for AAAA address resolution.
 1.1 Feature Overview
 Internet Protocol (IP) is a protocol on the network layer in the IP stack model that
 provides a connection-less datagram delivery service, described in RFC 791
 (IPv4) and RFC 2460 (IPv6). It is used for transporting datagrams from one IP
 interface to another, independent of the content of the datagram. The IPv6 feature
 enables the operator to expand the number of addresses in the RAN and avoid
 Network Address Translation (NAT). Neighbor Discovery (ND) is also used
 instead of Address Resolution Protocol (ARP) for IP address resolution which
 reduces the number of broadcasts. The main functionality is listed below:
 • RFC 2460 - Internet Protocol, Version 6 (IPv6) Specification
 - Type 0 Routing headers parsed in accordance with RFC 5095
 - Processing of Hop-by-Hop header skipped by security reasons as
 proposed in IETF draft "draft-krishnan-ipv6-hopbyhop-03"
 • RFC 2464 - Transmission of IPv6 Packets over Ethernet
 Networks
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 • RFC 2710 - Multicast Listener Discovery (MLD) for IPv6
 • RFC 3596 - DNS Extensions to Support IP Version 6
 • RFC 4291 - IP Version 6 Addressing Architecture Text
 representation in accordance with section 2.2, bullet 1
 (hexadecimal) and 2 (hexadecimal with zero compression)
 • RFC 4443 - Internet Control Message Protocol (ICMPv6) for
 the Internet Protocol Version 6 (IPv6) Specification
 • RFC 4861 - Neighbor Discovery for IP version 6 (IPv6)
 Section 6, Router and Prefix discovery not supported Section 8,
 Redirect Function not supported
 • RFC 4862 - IPv6 Stateless Address Autoconfiguration Only
 Duplicate Address Detection (DAD) supported
 • Support for fragmentation and reassembly including handling
 for Out of Order fragments without capacity degradation
 • Support for ping6 and traceroute6
 1.2 Benefits of IPv6
 IPv6 is a future-proof addressing system that offers a 128-bit address, whereas
 IPv4 uses only 32 bits. The new address space supports 2128 (about 3.4×1038)
 addresses.
 2 Feature Operation
 2.1 Network Configuration Requirements
 The following network configuration prerequisites must be fulfilled at feature activation:
 • The transport network and the Evolved Packet Core (EPC)
 nodes have to be IPv6 capable.
 • The transport network and the EPC nodes have to be dual stack
 in the migration case.
 • The Operations Support System (OSS) nodes have to support
 configuration of IPv6 Managed Objects (MOs).
 • The IPv6 feature license must be enabled.
 • DNS can answer with IPv4 and IPv6 addresses.
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 2.2 IPv4 and IPv6 in the Same Network
 On an LTE/Evolved Packet Core (EPC) system level, the core nodes, Mobility
 Management Entity (MME), Serving Gateway (SGW) and Packet Data Network
 Gateway (PDN-GW) are IPv6 capable as shown in Figure 1. An E-UTRAN
 NodeB (eNB) in IPv4 domain communicates with the same EPC nodes as the
 IPv6 eNBs. EPC nodes will respond on both IPv4 and IPv6 addressed packets.
 Handover between RBSs with different IP versions is carried out using S1
 handover rather than direct X2 handover. Handover is made automatically
 without any configuration and there is an automatic check for same IP version. If
 there is no match, handover will be made using S1. The use of Virtual Local Area
 Network (VLAN) and compatibility between IPv4 and IPv6 VLANs is a question
 related to the first router in the network. RBSs will be independent on the VLAN
 level.
 IPIP
 ROUTERROUTERROUTER
 IPv6_Traffic
 IPv4_OaM
 IPv4_Traffic
 IPv4_OaM
 IPv4_OaM
 IPv6_MME
 IPv4_MME
 IPv6_SGW
 IPv4_SGW
 MME
 SGw
 OSS
 RBS1
 Figure 6-1 Mix of IPv4 and IPv6
 2.3 SCTP in IPv6
 The control plane traffic, Stream Control Transmission Protocol (SCTP) protocol,
 uses IPv6 but the configuration of IPv6 parameters for SCTP is automatically
 read from the IpAccessHostEt configuration data.
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 2.4 O&M traffic in the IPv6
 Operations Support System - Radio and Core (OSS-RC) uses IPv4 and the O&M
 host in eNB will communicate using IPv4 addresses. The RBS can separate IPv4
 and IPv6 packets. When the traffic host in an eNB is converted to IPv6, the same
 communications paths are valid. The IP address of the Local Craft Terminal
 (LCT) port is IPv4 irrespective of the S1/X2 IP version.
 2.5 Unsupported features and parameters
 The following features and parameters are not supported or applicable in IPv6:
 • Echo request or response counters and several other counters
 are different from IPv4. Details on individual counters can be
 found in Managed Object Model RBS.
 • Router Path Supervision (RPS) is not supported in IPv6.
 • Internet Protocol Security (IPsec) is not supported.
 • Access control list is not supported.
 3 Managed Object Model
 The following figure shows Managed Objects related to IPv6 implementation.
 Note that the rest of the configuration remains the same as explained in Chapter
 2.
 As shown in the diagram below, the following may be noticed:
 • Existing MO IpAccessHostEt will have ipv6 IP address, instead
 of ipv4 address.
 • MO IpAccessHostEt will have a networkPrefixLength (not
 relevant in ipv4 related networks)
 • MO IpAccessHostEt will refer to Ipv6Interface MO (instead of
 to IpInterface in the ipv4 case)
 • The new MO Ipv6Interface will refer to the GigabitEthernet
 interface (=TN-port in the DUL)
 • MO Ipv6Interface will have the mtu size and vlan on/off
 switch, and vlan id if vlan is on... This is similar to the ipv4
 case where IpInterface MO was defined instead.
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 • The new MO Ipv6 is only to administer the license/feature
 state.
 • Since the default router is not added in the Ipv6Interface MO,
 the route to be taken by the S1- and X2-traffic is defined in the
 existing MO IpRoutingTable.
 Equipment
 Subrack
 Slot
 PlugInUnit
 ExchangeTerminalIp
 ManagedElement
 GigaBitEthernet
 IpSystem
 IpAccessHostEtIpv6Interface
 ipAddress = ipv6 addr
 networkPrefixLength=SNMMtu (size)
 vLan = ON/OFF
 Vid = a value if vLan is ON
 Ipv6
 Used to check Feature and License states only
 IpOam
 Ip
 IpRoutingTable
 A static route has to be added to specify how the
 traffic should leave the RBS for the S1- and X2 -interfaces
 Figure 6-2 MOs related to IPv6
 4 O&M Information
 • IPv6 is a licensed feature.
 • The Duplicate IP Address Fault alarm is generated if a duplicate IP
 address is detected in the system.
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 • Information on the status of the connection to the default router is
 obtained using the listRoutes action on the IpRoutingTable
 MO. The action will display the static route (default gateway) and its
 status.
 • The “ping” action on the MO IpAccessHostEt can be used in the
 same way as for the IPv4 case. The destination IP should be a IPv6
 address, of course.
 • It is possible to check the link-local address on the eNB using the “nbs if” command.
 • The Time to Live (TTL) parameter in the MO IpAccesshostEt
 is not applicable in IPv6 networks.
 • From a Configuration point of view, the only file that will be
 affected by the IPv6 feature is the SiteBasic.xml file. In the figure
 below, a sample file is given.
 › <?xml version="1.0" encoding="UTF-8"?><SiteBasic xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:noNamespaceSchemaLocation="SiteBasic.xsd"><Format revision="T"/><ENodeBFunction upIpAccessHostRef="1"><RbsConfiguration ossCorbaNameServer="OssNotifications"/></ENodeBFunction><ManagedElementData ntpServiceActiveSecondary="FALSE" nodeLocalTimeZone="ECT"
 daylightSavingTime="FALSE" swServerUrlList=""/><Ip dnsServer1="10.75.24.12" dnsServer2="10.62.101.135">
 › <IpRoutingTable>› <StaticRoutes ipAddress="2001::"› networkMask="16"› nextHopIpAddr="2001:1b70:8284:2530::1"› redistribute="FALSE"› routeMetric="64"/>
 </IpRoutingTable>› </Ip>
 <IpInterface ipInterfaceId="1" ipInterfaceSlot="DU-1" defaultRouter0="10.75.19.1" networkPrefixLength="24" vid="2540" /><IpSystem><Ipv6 featureState="ACTIVATED" /><Ipv6Interface ipv6InterfaceId="1" ethernetRef="DU-1" mtu="1500" vid="2530" vLan="TRUE" /><IpAccessHostEt ipAccessHostEtId="1" ipInterfaceMoRef="IPV6-1"
 ipAddress="2001:1b70:8284:2530:0000:0000:0000:0028" userLabel="CP/UP IPv6 address"/></IpSystem><TuSyncRef tuSyncRefId="1" tuSyncRefSlot="DU-1"/><Synchronization syncPriorityRef1="DU-1-1"/>
 </SiteBasic>
 Figure 6-3 A sample IPv6 Site Basic file
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