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i
 ABSTRACT
 Anton Rautio: Churn Prediction in SaaS using Machine Learning Master’s Thesis Tampere University Knowledge Management May 2019
 Customer churn happens in the Software-as-a-Service business similarly as it is in sub-scription-based industries like the telecommunications industry. But companies lack the knowledge about the factors lead to customers churn and are unable to react to it in time. Thus, it is necessary for companies to research customer churn prediction in order to react to customer churn in time.
 The study examines customer churn prediction in a quantitative method by utilizing sev-eral different machine learning algorithms with Python, namely recurrent neural network, convolutional neural network, support vector machine, and random forest algorithms. Data was collected from the case company’s database and manipulated to fit the algo-rithms. The dataset includes customer business data such as spend, customer platform usage data, customer service history data and customer feedback data on service quality. Grid search was carried out to find the optimal hyperparameters for each machine learn-ing algorithm. The models of the algorithms were then trained and evaluated with the fitted data using the optimal hyperparameters. After the models had been trained, the test data was run through the models to get the results of the analysis.
 The results conclude that the most precise machine learning algorithm in this case is the support vector machine. Deep learning algorithms, such as the recurrent neural network and convolutional neural network did not perform well. Random forest had mediocre per-formance, coming close to the support vector machine’s performance. The random forest algorithm also offered a view on the importance of each feature in the prediction and showed that platform usage metrics, service quality metrics and business metrics are the largest drivers of churn in this case.
 Keywords: churn, churn prediction, customer churn, customer defection, customer retention,
 machine learning, sequence classification
 The originality of this thesis has been checked using the Turnitin OriginalityCheck service.
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 TIIVISTELMÄ
 Anton Rautio: Asiakashäipymän ennustaminen SaaS liiketoiminnassa koneoppimista hyödyntäen
 Diplomityö Tampereen Yliopisto Tietojohtaminen Toukokuu 2019
 Asiakashäipymä ilmenee Software-as-a-Service liiketoiminnassa samalla tavalla kuin ti-lauspohjaisessa (subscription) liiketoiminnassa kuten televiestintäalalla. Yrityksiltä puut-tuu tietämys osatekijöistä, jotka johtavat asiakashäipymään ja siten yritykset eivät pysty reagoimaan asiakashäipymään ajoissa. Tämän vuoksi asiakashäipymän ennustaminen on oleellista sen estämiseksi.
 Tämä tutkimus tutkii asiakashäipymän ennustamista kvantitatiivisilla keinoilla ja suori-tetaan useaa eri koneoppimisalgoritmia käyttäen Python ohjelmointikielellä. Koneoppi-misalgoritmeista käytössä ovat toistuva neuroverkko, konvoluutioneuroverkko, tukivek-torikone ja satunnainen metsä. Data hankittiin case-yrityksen tietovarastosta ja muokat-tiin sopimaan koneoppimisalgoritmeihin. Datajoukko sisältää asiakkaiden liiketoiminta-, palvelun käyttämiseen liittyvää, asiakaspalvelu- ja palvelun laatuun liittyvää dataa. Ruu-dukkoetsintää käytettiin löytämään optimaaliset parametrit jokaiselle koneoppimisalgo-ritmille. Koneoppimismallit koulutettiin ja arvioitiin sovitetulla datalla käyttäen optimaa-lisia parametreja. Koulutuksen jälkeen, testidata vietiin mallien läpi tuloksien saamiseksi.
 Tulokset näyttävät, että tarkin koneoppimisalgoritmi tässä tapauksessa oli tukivektori-kone. Syväoppimisalgoritmit, toistuva neuroverkko ja konvoluutioneuroverkko eivät suo-riutuneet hyvin. Satunnaisen metsän avulla saatiin näkymä eniten ennustukseen vaikutta-neista ominaisuuksista, josta paljastui, että alustan käyttömetriikat, palvelun laatumetrii-kat ja liiketoimintametriikat ovat suurimpia asiakashäipymän ajajia tässä tapauksessa.
 Avainsanat: asiakashäipymä, asiakaspoistuma, koneoppiminen, sekvenssien luokittelu Tämän julkaisun alkuperäisyys on tarkastettu Turnitin OriginalityCheck –ohjelmalla.
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 PREFACE
 This paper investigates customer churn as a phenomenon in the Software-as-a-Service
 industry and portrays machine learning methods that can be used to predict customer
 churn. As a result, the performance of different machine learning techniques and the
 factors that are most relevant to customer churn are displayed. The methods in this the-
 sis can be applied to other industries as well.
 I would like to thank all of my friends during my studies who helped me throughout the
 years, especially the glorious group of MJTJP.
 Tampere 24.5.2019
 Anton Rautio
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1
 1. INTRODUCTION
 Customer churn happens in almost any business area and organizations must be able
 to handle it properly. The advances in information technology have brought massive op-
 portunities in customer churn research, both in predicting and analyzing. Predicting cus-
 tomer churn has become a very relevant topic for many large companies. Especially in
 subscription-based business models, such as Software-as-a-Service (SaaS) models,
 knowing the reason for customer churn and when it’s about to happen is essential for
 competing in the ecosystem.
 Though customer churn is a very widely researched topic, prior research is very narrow
 and focuses on a certain field of business, such as the telecommunications industry, and
 little research has been conducted in the field of SaaS industry. Especially in the field of
 business to business (B2B), research on customer churn prediction is quite rare, thus
 there is a big need for research on it, which could also benefit business companies.
 Therefore, this study will investigate customer churn in a B2B case company in SaaS
 business, which will meet the company’s needs and also benefit the case company.
 This research uses authentic customer data from the case company and the customer
 churn prediction was conducted via utilizing several different machine learning algo-
 rithms, including recurrent neural network, convolutional neural network, support vector
 machine, and random forest. The two main research questions in this study are:
 - What is the best performing machine learning model in customer churn prediction for the case company?
 - What factors can better predict customer churn in B2B business in SaaS
 The objective of this study is to introduce machine learning models which can help pre-
 dict customer churn in SaaS business and to explore what factors contribute to customer
 churn.
 The study is split into 7 different chapters. Chapter 2 is a literature review on churn. In
 prior literature there are different definitions about churn, therefore it is very important to
 find the basis from literature to define it properly in this study. The chapter also discusses
 about the factors which have been suggested to have an impact on churn. The literature
 review supports the factor selection from the data set for data analysis.
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 In chapter 3, SaaS business is introduced to provide the background for the research
 context and the case company. Customer churn in a SaaS context and the challenges
 of retaining customers in the industry are also presented. Chapter 3 attempts to provide
 the reader with enough information about the research context.
 Chapter 4 focuses on the research method, machine learning techniques. The general
 concepts of machine learning and several different machine learning models are intro-
 duced in this chapter. In addition, the challenges of churn prediction with machine learn-
 ing are discussed.
 The research method in this study is presented in chapter 5. Firstly, the empirical data
 set used in this study is introduced, including data collection, data manipulation, and data
 analysis. Then, each of the machine learning algorithms are trained and evaluated with
 the said data set to provide the results.
 Chapter 6 presents the results based different machine learning models and discusses
 their significance. The results are evaluated in the case company’s perspective as well
 as how well the objectives of the study have been achieved.
 Chapter 7 discusses the contribution of this study for theories and for the case company
 and SaaS business companies. The limitations of the study and areas for future research
 are also highlighted.
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 2. LITERATURE REVIEW
 2.1 Churn
 Customer churn means the occurrence of an event where a customer quits using a com-
 pany’s products or services (Johny, 2017). Clemente-Císcar et al. (2014) synonymize
 churn to customer defection and tie it more to a paid business context as they define it
 as a customer ending commercial relations with a company. Chen et al. (2012) define it
 more loosely as an event where a customer quits or reduces the usage of the company’s
 services. It is often mentioned with customer retention, which refers to the ability to retain
 the current customers using your product or service (De Bock, 2011), meaning the op-
 posite of customer churn.
 Business companies seldom classify a customer as a churner at the moment when they
 unsubscribe or stop using a product or a service as they might come back after being
 away for some time. Customers can stop using a service for some time due to economic
 reasons after which they may come back to continue using the service. This is called
 partial defection or partial churn. But Buckinx & Poel (2005) assume that partial defection
 or partial churn may lead to total churn in the long run. Thus, as an example, companies
 might classify a churner as someone not using their service in the last 4 months.
 The focus on customer churn is to find out which customers are at risk of leaving a prod-
 uct and how to retain them. Managing customer churn is becoming increasingly im-
 portant in claiming competitive advantages over other competitors (Bi, 2016). In this
 study, customer churn is defined as customer quits using a company’s services com-
 pletely.
 2.1.1 Churn categorizations
 When talking about churn, it is important to note that its definition is highly dependent on
 the business context. Customer relationships, business models and industries all have
 an effect on how customer churn can be categorized (Mutanen, 2006). It is highly im-
 portant to know how customer churn is defined for different business contexts as ana-
 lyzing churn is highly dependent on it.
 On a more general level, churn can be divided into two different categorizations, inci-
 dental and deliberate churn (Szucs, 2013). Incidental churn is the kind of churn that oc-
 curs due to unexpected or sudden changes in a customer’s circumstance which forces
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 the customer to discontinue the usage of the product or service (Hadden, 2006). An
 example would be sudden budget cut in a company regarding to the service, meaning
 there is no budget to continue the subscription. Deliberate churn happens by the choice
 of the customer. It occurs when the customer is dissatisfied with the service or product,
 for example if a task management service cannot boost the efficiency of the team, a
 customer might choose not to use the task management service (Shaaban, 2012). Ex-
 amples of deliberate and incidental churn and the reasons are presented in Table 1.
 Table 1. Customer churn categorization
 Customer churn categoriza-tion
 Reasons
 Deliberate churn Dissatisfied with a service No use of the service anymore Cheaper alternative service
 Incidental churn Company cuts the budget for the service subscription Change in system infrastructure that does not support the service any more Financial troubles in a company
 2.1.2 Factors that relate to churn
 In order to analyze churn, companies need to understand customers’ behavioral paths
 to churn and the factors that describe their paths. Factors that affect customer churn are
 diverse and dependent on the nature of the business. Each business company has its
 own reason (such as factors) that affect churn. Ahn et al. (2006) introduce a conceptual
 model for customer churn, which includes five different factor groups that have mediation
 effects on customer churn: customer dissatisfaction, customer related variables, cus-
 tomer status, service usage and switching costs. The categories are presented in Figure
 1.
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 Figure 1. Customer churn factor categories (Ahn, 2006)
 Customer dissatisfaction is one of the key drivers of churn (Ahn, 2006) If a customer is
 not satisfied with a product/service, they will most likely to change to another service,
 unless tied to the service with economic constraints. Switching costs are all costs that
 are included in when a customer changes from one supplier to another (Heide, 1995).
 These costs include for example membership perks, economical costs of the action of
 switching and integrations with the service company. While high switching costs reduce
 the possibility of churn, they might also lead to customer dissatisfaction (Ahn, 2006).
 Service usage is another important predictor of customer churn (Buckinx, 2005). Service
 usage comprises of three main measures: minutes of use, frequency of use, and total
 number of key actions performed with the service (Wei, 2002). Customer status refers to
 the status of customers’ usage of a product/service, which can be active use, non-use,
 or suspended use (Ahn, 2006).
 Keaveney (1995) also suggests more specific customer-related variables that affect a
 customer’s switching behavior in the service companies in the field of B2B, such as pric-
 ing, attraction from competitors, ethical problems, core service failures and service en-
 counter failures. More details of these variables are presented in Table 2.
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 Table 2. Other customer-related variables and definitions (Keaveney, 1995)
 Variables Definition Pricing Incidents where the pricing was not suit-
 able for the client Attraction by competitors Incidents where a customer switched
 due to better offering from a competitor Ethical problems Incidents that were described as illegal,
 immoral, unsafe, unhealthy or differenti-ated heavily from social norms
 Core service failures Critical incidents that were caused by mistakes or technical problems
 Service encounter failures Incidents including personal interaction between customers and the employees of the server company
 Of these variables, core service and service encounter failures are seen as the most
 important ones, which is because failures on the server side will most likely cause failures
 and damage on the client side. Pricing was seen as the second biggest factor. Attraction
 by competitors and ethical problems were seen as the most irrelevant ones. (Keaveney,
 1995)
 Dass (2011) did a literature review on factors that affect churn in the telecom industry,
 which is applicable for other service provider markets as well. He grouped factors into
 two groups based on the review, strong factors and potential factors. Direct strong factors
 include perceived value and service quality while customer loyalty, emotions and switch-
 ing barrier are considered as indirect strong factors. As potential factors he lists service
 usage, demographics, product offering, customer lifetime value, technology orientation,
 and competition. A list of factors that affect churn in the literature is presented in Table
 3.
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 Table 3. A list of factors affecting churn in the literature
 Factors Definition References Attraction by competitors How attractive competitors’ so-
 lutions are compared to yours (Keaveney, 1995)
 Core service failures Number of critical incidents that were caused by mistakes or technical problems
 (Keaveney, 1995)
 Customer dissatisfaction Customer’s dissatisfaction with the service and product
 (Kamalraj, 2013)
 Customer lifetime value Customer’s cumulative value to the service provider
 (Blattberg, 2009)
 Customer loyalty How loyal the customer is in us-ing the service provider’s ser-vices
 (Liu, 2010)
 Customer status Status of the customer’s ser-vice usage, which can be active use, non-use or suspended
 (Ahn, 2006)
 Emotions Human emotions towards the service provider
 (Roos, 2008)
 Ethical problems Number of incidents that were described as illegal, immoral, unsafe, unhealthy or differenti-ated heavily from social norms
 (Keaveney, 1995)
 Perceived value How valuable the customer sees the services provided
 (Liu, 2015)
 Pricing How suitable the pricing is for the customer
 (Kamalraj, 2013)
 Product offering How suitable the product offer-ing is to customer’s use cases
 (Trofimoff, 2002)
 Service quality Overall quality of service (Szucs, 2013) Service usage Comprises of three main
 measures: minutes of use, fre-quency of use and total number of key actions performed with the service
 (Kamalraj, 2013)
 Switching cost The cost of switching to use an-other service
 (Kamalraj, 2013)
 Many factors are related to the value a service bring to customers, and some are cus-
 tomer related factors, such as ethical and emotional factors or how well the customer is
 technologically oriented. This means that churn is not solely closely related to the service
 providers and but also the customers.
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 2.2 Customer churn research in previous literature
 In the literature, customer churn has been researched on with both quantitative and qual-
 itative research methods. Qualitative methods focus on analyzing quality data such as
 freely given feedback from customers and going deep into reasoning why customers
 churn or how they can be retained. Qualitative methods are applied in unstructured or
 not programmatically processable data. Such as McDonald (2010) used interviews to
 perform qualitative analysis on the churn rates of season ticket holders in the sports
 industry in the United Kingdom.
 Quantitative methods on the other hand are methods that focus on analyzing a vast
 amount of structured data. Some research has applied quantitative methods in churn
 research, such as survey, and machine learning. Dawson et al. (2014) have used quan-
 titative methods to analyze employee churn in Australian hospitals by analyzing a survey
 data collected among 362 nurses. Vafeiadis et al. (2015) have compared different ma-
 chine learning algorithms for predicting churn in the telecommunications industry. Xie et
 al. (2009) have used a balanced random forest machine learning algorithm to predict
 churn in the banking industry in China. Xia et al. (2008) have used support vector ma-
 chines to predict churn in the telecommunications industry and compared the method to
 other machine learning techniques. Castanedo et al. (2014) have also applied deep
 learning neural networks to predict churn in the telecommunications industry. It seems
 that machine learning methods has become an important technique in customer churn
 prediction. A list of prior research on churn prediction is presented in Table 4.
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 Table 4. Literature and findings about churn prediction
 Author Context Method Findings Dawson et al. (2014)
 Employee churn in hospitals
 Survey Identified factors related to nurses’ working environment and factors di-rectly affecting turnover
 McDonald (2010)
 Customer churn in sports industry
 Interviews It takes three years for the churn rate for season ticket holding to decline
 Vafeiadis et al. (2015)
 Customer churn in tele-communications indus-try
 Different ma-chine learn-ing algo-rithms
 SVM performs the best with 97% ac-curacy and 94% F1-score
 Xie et al. (2009)
 Customer churn in banking industry
 Improved Balanced Random For-est algorithm
 Compared to other algorithms, such as ANN, Decision trees and class-weighted SVM, the Improved Bal-anced Random Forest works the best
 Xia et al. (2008)
 Customer churn in tele-communications indus-try
 Support vec-tor machine algorithm
 Compared to ANN, Decision Trees, Logistic Regression and Naïve Bayes, the SVM gets the best result
 Castanedo et al. (2014)
 Customer churn in tele-communications indus-try
 Deep learn-ing neural networks
 Achieving a 77,9% accuracy with the deep learning neural network
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 3. RESEARCH CONTEXT
 3.1 Software-as-a-Service
 SaaS is an on-demand service model where a software is accessible to customers when
 it is needed to address a particular requirement without the need to have the software
 installed in-house (Liu, 2015). It distributes the possession and ownership of software
 away from the users/customers, which makes it incredibly agile to use (Turner, 2003).
 Basically, the vendor of the software owns the software code, but all data is owned by
 users/customers and they have full administrative control (Waters, 2005). The customer
 companies should pay a monthly subscription fee with different levels of pricing, for ex-
 ample prices based on usage. Sukow & Grant (2013) suggest that a SaaS software de-
 livery model is distinguished from other models by five characteristics, such as method
 of access, storage of data, storage of code, system compatibility and hardware architec-
 ture (See Table 5).
 Table 5. SaaS characteristic (Sukow, 2013)
 Characteristic Definition Method of Access The software can be accessed over a network and requires internet
 access Storage of data Clients interact with data that is stored in third-party servers Storage of code The code that defines the operations and output of the software is
 executed server side System compatibility SaaS services work with any hardware architectures and operating
 systems Hardware architecture The service is offered over a cloud-based computing environment
 The agnosticism of SaaS makes it easy for organizations to adopt the service and run it
 across different types of computers and operating systems with low barriers. Good ex-
 amples of SaaS applications include Google Docs, Dropbox and Salesforce (Sukow,
 2013). Such as Google Docs is a free-to-use service which allows users to access, cre-
 ate and edit text documents online without installing anything on their computers
 (Google, 2019). Dropbox offers a web storage to customers where they can access,
 store and share their files over the internet. Dropbox offers both a free subscription and
 a paid subscription. The paid subscription offers more features and more storage space
 over the free version (Dropbox, 2019). Salesforce is a customer relations management
 platform offered over the internet without implementing a heavy in-house system for
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 streamlining the interaction with customers (Salesforce, 2019). A SaaS business model
 is presented in Figure 2.
 Figure 2. SaaS model
 In a SaaS model, a software runs in the software provider’s servers. The customer has
 no need for an advanced IT infrastructure to run software as the vendor handles security,
 data safety and disaster recovery. In addition, SaaS model also provides benefits to cus-
 tomers, such as greater reliability, lower costs, fast implementation of software in-house,
 risk mitigation and optimized usage (Waters, 2005).
 3.2 Customer churn in a SaaS model
 Customer acquisition prices are high in B2B SaaS model. It means that retaining cus-
 tomers is as important as getting new customers (Anding, 2010). In order to avoid cus-
 tomer churn, in other words, to retain customers, companies have to understand what
 factors can lead to customer churn and try to diminish the happening of customer churn.
 This makes customer churn a relevant topic to explore.
 Due to the increasing competition and diversity of the SaaS market, it has been difficult
 to find a consensus on what are the important factors driving churn in SaaS (Ge, 2017).
 As we mentioned above, to find these factors, it is important to define churn in the busi-
 ness context of a business company. In a SaaS context, churn generally means cancel-
 ling the subscription to use a service provided by a SaaS company. However, it is only
 trivial in a paid service context. If the service is free of charge, churn is much harder to
 track and needs to be defined carefully, for example, based on the SaaS platform usage.
 In addition, the market needs to be divided by the customer segment into business-to-
 customer and business-to-business segments as churn behaves differently in the two
 different customer segments. In business-to-customer industry, churn can’t be viewed
 as cancelling the subscription as it’s common for customers to cancel their subscription
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 for indefinite amount of time. In such situation a timeframe could be added to define
 customer churn, e.g. customer has not had a subscription to a service in the last 4
 months. In a business-to-business context, cancelling a subscription means full churn in
 most cases.
 Customer churn is a particularly important metric in a SaaS business model due to the
 nature of cash flow in such model. As acquisition costs are relatively high for each cus-
 tomer due to the cost in marketing, sales and on-boarding, paying up the negative cash
 flow for a customer takes a certain amount of time. If a customer churns during the neg-
 ative cash flow time, it means that the company only receives loss from trying to have
 the customer (Ge, 2017). For instance, if it takes 6 months for a customer to pay back
 the acquisition costs and the customer churns after 4-months in, the company gets half
 of the acquisition costs as loss. An illustration of profit per week for acquiring a new
 customer in SaaS business is presented in Figure 3.
 Figure 3. Profit per week for acquiring a new customer (Ge, 2017)
 The cost of churn can be formulated as the total sum of acquisition costs and retention
 costs, while the retention cost includes all costs caused by the effort to keep the customer
 (Szucs, 2013). In a SaaS market, getting new customers onboard to use services pro-
 vided by SaaS companies is always more expensive than keeping customers, which
 makes customer churn predicting very important. If churn can be predicted, it can be, in
 some cases, avoided by reacting in time, thus, the retention costs can be optimized
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 towards customers in danger of churning. Preventing churn at certain points of the cus-
 tomers’ lifecycle may also increase the overall lifetime value of the customer radically
 (Ying, 2008).
 3.3 Challenges for SaaS to retain customers
 To keep customers using a SaaS software, SaaS must be perceived as an effective
 alternative to more traditional software delivery models. Therefore, service quality is crit-
 ical in retaining customers in SaaS (Benlian, 2012).
 In 2009, in a Gartner report Pring & Lo (2009) listed unfulfilled technical requirements,
 security issues and low-quality customer support as the top three reasons why organi-
 zations would terminate their subscriptions to SaaS services. Technical requirements
 are a tough topic for SaaS organizations as all customer have their own specific use
 cases for the software and each customer’s requirements can’t be fulfilled in one case.
 The vendor needs to implement the most useful features among the customers.
 Concerns for security arise when another company is responsible for parts of your busi-
 ness operations and any issues on the vendor’s end can resonate on the customer. Also,
 SaaS providers might store the private data of customers, which has been a big concern
 in information security aspect in SaaS field (Chen, 2012).
 Most SaaS services are provided with a self-serve model which requires the customers
 know how to operate the platform. In many cases the customers regard the required
 support on demand as a critical issue prevent them from continuing their work, such as
 high complexity or platform bugs. Benlian (2012) found that failure to fulfill customers’
 expectations regarding service quality has pivotal consequences for both the customer
 and the vendor, such as customer churn.
 The bargaining power of customers in a SaaS model is high compared to other software
 models due to the flexibility of payment and usage (Benlian, 2012). It is easy for custom-
 ers to test and adopt new software, but on the other hand, it is also easy for them to get
 rid of any software or switch to another alternative providers.
 3.4 Smartly.io and the business area
 The case company is Smartly.io, a Finnish company based in Helsinki that specializes
 in digital marketing campaign management. They offer solutions in Facebook and Pin-
 terest marketing through a SaaS model.
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 For a long time Smartly.io was a Facebook only solution and is categorized as a Face-
 book Marketing Partner (FMP). An FMP is a partner of Facebook that offers extended
 solutions outside of Facebook’s own advertising tool by making use of Facebook’s ap-
 plication programming interface (API). The FMPs in SaaS specialize in things such as
 performance optimization, campaign management at scale, and extended tracking
 (Facebook, 2019). Facebook and Pinterest marketing work in a similar way. Both of them
 offer the advertisers to place ads in their social media platform which users will see when
 browsing the platform.
 Smartly.io uses a similar SaaS model in its business. It offers a web application that can
 be used with a browser to manage digital marketing campaigns. It makes use of Face-
 book’s and Pinterest’s API, which also makes the business exciting as it is completely
 dependent on Facebook’s and Pinterest’s development. A certain percentage of the cus-
 tomers digital marketing spend is paid to Smartly.io, calculated based on how much of
 their digital marketing spend is going through campaigns managed in Smartly.io.
 Smartly.io business model is presented in Figure 4.
 Figure 4. Business model of Smartly.io
 While a traditional SaaS model aims for a self-serve model, Smartly.io is far from that. It
 has customer success managers helping customers with their needs and offers a 24/5
 online-chat support, which makes the service part of the model extraordinary. It also
 offers a managed service, with which customers can outsource their digital marketing
 campaign management entirely to Smartly.io. Smartly.io, like most other companies, is
 also facing the problems in identifying when a churn is about to happen and the root
 causes that lead to churn. It is important to do research on this topic to identify why
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 customers churn and to make more accurate strategical decisions based on research on
 customer churn.
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 4. RESEARCH METHOD
 4.1 Machine learning
 Machines use algorithms and functions to solve problems. Generally, these functions are
 designed to tackle a certain problem, like sorting a set of numbers. All problems cannot
 be addressed with an algorithm as the problem might not have a distinct pattern, for
 example distinguishing spam emails from legitimate emails. In these cases, the machine
 needs to learn what constitutes to a spam email in order to classify the emails. This is
 where high volumes of data become relevant, as machines can spot patterns in data to
 classify them to certain categories with the usage of algorithms, for example classifying
 emails to spam emails and legitimate emails. This is what so called machine learning
 algorithms are (Alpaydin, 2009, s. 1). The machine learning process is presented in Fig-
 ure 5.
 Figure 5. Machine learning process
 The process starts with having a set of features that describe the state of the inspected
 object, for example for a retail customer the features can be the number of euros spent
 and amount of years as a customer of a company. Then that data is split into a training
 set and a test set. A training set is the data that will be used for training the model and
 test set is the data that will be used to test how well the trained model can predict the
 sought information. After a number of iterations of training and validating, the model is
 ready to be used to predict on new data.
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 4.1.1 Learning types
 The learning of machine learning algorithms is usually divided into two categories, either
 supervised or unsupervised learning. In supervised learning, there is an input and an
 output, and the task is to learn to map the output values based on the input (Alpaydin,
 2009). In other words, if the items in the training data set contain both the independent
 and dependent variables, the learning is supervised learning. In contrast, if either inde-
 pendent or dependent variable is missing, the learning is unsupervised (Kotsiantis,
 2007). Unsupervised learning is often used in self-taught learning frameworks which
 makes use of unlabeled data to learn features (Le, 2011)
 An additional learning type is reinforcement learning, which is often used with robots. In
 reinforcement learning there is no need to collect any data, but rather give the machine
 a set of guidelines on how to operate and distinguish what are good and bad outcomes.
 For example, we could teach a machine to play a video game by setting up the model to
 tell the machine to never get to the “game over” screen. During the training period the
 machine receives rewards when it manages to fulfill the task, avoiding the “game over”
 screen, which is also called a reward function. Reinforcement learning is very powerful
 for machines to learn to outperform humans (Mnih, 2013). After a sequence of trial and
 error, the machine will learn the best chain of actions to take (Alpaydin, 2009).
 4.1.2 Problem types
 Machine learning has been widely applied in different industries. The applications can
 be split into groups based on the problems to be solved, depending on the output ma-
 chine learning try to provide. The problem types are presented in Table 6.
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 Table 6. Types of Machine Learning problems and machine learning methods
 Type of problem
 Output Application Learning type
 Method References
 Classifi-cation
 One of the N groups
 Classifying emails as spam emails or le-gitimate emails
 Supervised Logistic regres-sion
 (Harrington, 2012)
 Support vector machines
 (Wang, 2005)
 Artificial neural networks
 (Gerven, 2017)
 Decision trees (Kotsiantis, 2007)
 Regres-sion
 Predicted nu-merical value
 Predicting salaries
 Supervised Linear Regres-sion
 (Alpaydin, 2009)
 Cluster-ing
 Groups of simi-lar values
 Species Unsuper-vised
 K-means cluster-ing
 (Jain, 1999)
 Associa-tion rule learning
 Likely items to associate with the inspected item
 Finding out what items are likely to be pur-chased to-gether in a supermar-ket
 Supervised & unsuper-vised
 FP-growth (Versichele, 2014)
 Struc-tured output
 Complex out-put
 Image recognition
 Supervised Artificial neural networks
 (Belharbi, 2015)
 Ranking Rank for the item on a scale
 Search en-gine
 Supervised, semi-super-vised or re-inforcement
 PageRank (Mohri, 2018)
 In a classification problem, we try to find out to which predefined class an item in the data
 set belongs to. The model is trained with supervised learning and takes a data set without
 the classifier values as an input. Then the model attempts to place each item from the
 data set to a class, for example emails to spam emails and legitimate emails (Kotsiantis,
 2007).
 Another instance of supervised learning is used in teaching models for regression prob-
 lems. In a regression problem, we seek to predict a numerical value for the items in the
 data set. The model then attempts to predict a numerical value for the input items based
 on the values in the training set. For example, we could predict a person’s salary based
 on his or her experience (Alpaydin, 2009).
 Clustering is the unsupervised version of classification. It attempts to classify items into
 groups with flexible boundaries, meaning that the groups’ boundaries change over time
 as new items join the group. This means that an item’s group can change over time as
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 more items join the cluster. A popular clustering technique is the k-means algorithm as
 it is recognized as the simplest one. In k-means clustering the center of the groups is
 calculated by the mean of the items in the group and the items’ group is always the
 closest group (Jain, 1999).
 Association rule learning is a data mining method, which attempts to reveal relationships
 between items or parameters in a data set (Versichele, 2014). A popular adaptation of
 this method is the basket analysis, which discovers associations between products
 bought by customers: if people buy product A, they typically also buy product B. This is
 highly effective in cross-selling research (Alpaydin, 2009).
 In a structured output problem, the goal is to predict a structure for a set of complex data.
 Popular use cases for structured output prediction include facial landmark detection and
 speech processing (Belharbi, 2015).
 The characteristic for a ranking problem is trying to figure out the ranking of the items of
 a data set on a certain scale. It arises in many applications, such as search engines and
 movie recommendation platforms (Mohri, 2018).
 4.2 Machine Learning methods for classification
 Machine learning problems are solved by machine learning methods, which are sets of
 techniques and algorithms. Machine learning methods create models, which generally
 take a vector of data of the independent variables as input and gives a value for the
 dependent variable as an output, in other words, predicts the value for the dependent
 variable. This study focuses on classification methods, among which the most commonly
 used methods for churn prediction are neural networks, support vector machines and
 decision trees.
 4.2.1 Artificial Neural Network
 Artificial neural networks (ANNs) are interconnected computing systems that were origi-
 nally designed to simulate the learning process of neurons in biological neural networks,
 such as the human brain (Gerven, 2017). ANNs are very adaptive (Abdi, 1999) and have
 the ability to learn without actual knowledge of the underlying system (Kwon, 2011).
 Neural networks are built from simple units which correspond to the features of the sub-
 ject and they are linked together by a group of weighed connections (Flores, 2011). The
 weights modify the output of a layer to fit the next layer properly. The learning itself is
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 achieved by adjusting these weights (Abdi, 1999). A neural network structure is pre-
 sented in Figure 6.
 Figure 6. Neural network structure
 Neural networks consist of three different types of layers: input layers, hidden layers and
 output layers (Xu, 2018), which is also presented in Figure 6. The circles in the figure
 represent units and each layer consists of a number of units which are interconnected
 with units in other layers. The connections between units are illustrated with blue and red
 lines. The color defines the nature of the connection, blue being a positive connection
 and red negative. The weight of the connection is represented with line thickness.
 The input layer is a unique layer in a neural network. It receives data coming from the
 data set (Zhang, 1998). The number of units in the input layer is usually specified by the
 number of features in the data set (Kwon, 2011). Hidden layers are all layers between
 the input layer and output layer, which have no direct contact to outside of the network.
 Each unit in the hidden layers has an activation function, which is usually nonlinear. The
 number of hidden layers and the number of units in hidden layers are flexible and highly
 dependent on the situation. Usually, it is a good idea to start with medium-sized hidden
 layers, a typical starting point is 32 units (Kwon, 2011).
 A neural network ends in an output layer, which gives out the results gathered by the
 neural network (Zhang, 1998). The output layer’s number of units depends on the prob-
 lem type. A classification problem would have more than one output unit, whereas in a
 regression problem there would be only one output unit.
 As mentioned before, each connection between units has a weight on it. This weight is
 adjusted by the activation functions. The most common activation function is the rectifier
 function. The rectifier function basically prunes the negative parts to zero and keeps the
 positive parts of a vector (Xu, 2015). The rectifier function is illustrated in Figure 7.
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 Figure 7. Rectifier function
 The blue line represents the rectified vector. The original vector is the dotted red line,
 which is adjusted to the blue line with the rectifier function, making it non-negative. Neural
 network units that use the rectifier activation are commonly called Rectifier Linear Units
 (ReLU) (Maas, 2013).
 4.2.2 Decision Tree
 Decision tree learning is a supervised learning method mainly used for classification
 (Aitkenhead, 2008). It breaks down a classification problem into a set of choices about
 the used features. They are tree-like hierarchical structures that are comprised of a root
 of the tree, which then splits into leaves where the decisions are made (Marsland, 2011).
 Kotsiantis (2007) introduces the concept of branches, which are the values from the
 functions applied by decision nodes. Alpaydin (2009) adds that the splits are recursive,
 meaning that each feature can appear multiple times in a row in the leaves. An example
 of decision tree is presented in Figure 8.
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 Figure 8. Decision tree
 In the decision tree process, an object’s features are tested against the test functions in
 the decision nodes to find out its class. The process starts from the top most decision
 node where a test function is applied on the feature vector. Depending on the result of
 the function, the object descends on the tree either to another decision node or a terminal
 leaf. This process is repeated until a terminal leaf is found. If a decision node is hit,
 another test function will be applied. Once a terminal leaf is reached, the process termi-
 nates, and the terminal leaf specifies the class of the object.
 4.2.3 Support vector machines
 Support vector machine (SVM) is a machine learning method which is widely used to
 solve pattern classification problems (Wang, 2005). SVM can be utilized to specify a
 boundary between two groups. The boundary is also called a decision function, or a
 hyperplane, which defines a class for the input vector. The decision function is defined
 by locating a point to which the distance of the nearest member of both groups is max-
 imized. If such hyperplane is found, it offers a maximum margin for classification (Boyle,
 2011). The larger the margins are for the model, the lower the error chance (Friedman,
 2001). These margins act as support vectors for the boundary line, hence named Sup-
 port Vector Machines. An illustration of the boundary and its margins is presented in
 Figure 9.
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 Figure 9. Support Vector Machines
 In this example, the boundary splits the objects to two classes, the blue and the red
 circles. This model can be applied on new data to figure out if the new object is either a
 blue or a red circle based on its feature vector.
 4.3 Recurrent Neural Network
 A recurrent neural network (RNN) is a variation of ANNs where connections of units are
 allowed to form cycles (Graves, 2012). While a traditional neural network without cycles
 can map a vector of inputs to outputs, a recurrent neural network can look back at the
 history of inputs before the inputs to form outputs based on the whole history (Schuster,
 1997). A recurrent neural network structure is presented in Figure 10.
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 Figure 10. Recurrent neural network
 A recurrent neural network requires an additional dimension to the data which represents
 the time aspect, in other words it requires three-dimensional data. For each input, the
 data set will have a vector of feature vectors, one for each timestep. Then, in each re-
 current layer, the network would repeat the cycle as many times as there is timesteps.
 For example, a data set with a value for each month in 12 months would be repeated 12
 times, after which it would continue to the proceeding layers.
 4.3.1 Long Short-term Memory
 A popular recurrent neural network architecture is Long Short-Term Memory, which is
 designed to model short-term sequences and their long-term dependencies (Hochreiter,
 1997). On top of having regular RNN functionality, it introduces memory cells, which hold
 long term learnings from the whole sequence. These memory cells are allowed to either
 add or remove information from the current input (Sak, 2014). The structure of single
 LSTM cycle is presented in Figure 11.
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 Figure 11. Long Short-Term Memory cycle
 The arrows that go to the right, continue from the left side, representing the recurrence.
 In LSTM, the input data set goes into four different hidden layers, which are called gates.
 Each of these gate layers have a different purpose. The forgetting gate is a sigmoid layer
 which scales the input to values between 0 and 1. A value of 1 means keeping the value
 completely, while a value of 0 means forgetting it completely. The input gate layer and
 the input node work together to create an input. The input gate layer is responsible for
 defining which values of the input vector should be updated. The input node creates a
 vector of candidate values that can be added. Then these two vectors are combined to
 create an update to the state.
 Once an input state is found, it’s time to forget all values specified by the forgetting gate
 layer. Combining the inputs and the forgotten values, a state is founded. The state is
 then put through a Tanh function, which modifies the values to be between -1 and 1. In
 addition, this state is preserved for the next cycle of LSTM to be used with the output of
 the forgetting layer.
 Finally, the output gate provides the input data through a sigmoid function, which then is
 combined to the tanh activated state to create the output of the LSTM cycle. The result
 will be passed to the next cycle where it is combined with the input values. Multiple LSTM
 cycles bound together is presented in Figure 12.
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 Figure 12. Multiple LSTM cycles
 By combining multiple LSTM layers together, the memory of the previous layers can be
 transmitted to the following ones, allowing a very deep learning. While a traditional RNN
 can preserve short term memory and use those learnings, the advantage of LSTM is its
 ability to preserve long term learning.
 4.4 Convolutional Neural Network
 Another adaptation of neural networks is the convolutional neural network (CNN). Its
 general idea can be explained in four steps, convolution & non-linearity activation, pool-
 ing, flattening and full connection. (Mishra, 2017) The full process is presented in Figure
 13.
 Figure 13. Full CNN process
 The first step is convolution, which performs feature selection on the input data and pre-
 serves the dependency between the class label and input features. Technically it takes
 a specified amount of nearby values and puts those values through a convolution filter
 to specify a new value. The convolution operation is illustrated in Figure 14.
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 Figure 14. The convolution operation
 A square will be placed on the input data and the values inside that square will be put
 through a filter. This filter has certain weights over the values in the square which will
 result in a new value, calculated by the product of the two. The size of the convolution
 square can be defined freely. This way the data set can be compressed for more efficient
 processing. The new size of the data set is the length of the convolution square’s side
 length subtracted by one.
 Non-linearity applies the rectification and sigmoid functions on the input features to con-
 nect them with the hidden layers of a CNN (Mishra, 2017).
 After ensuring the non-linearity of the features, the pooling operation is used to down
 sample the feature matrix to train the model faster. Square areas of the data set are
 unified based on a certain operation. A common operation for pooling is the Max-Pooling
 operation. It compares all of the values in the square pool and takes the highest value
 as the result. The max-pooling operation is presented in Figure 15.
 Figure 15. Max pooling operation
 In the third step the data set is flattened down to a single vector in order to prepare it for
 the classification. Flattening basically restructures the matrix to become a single vector.
 The flattening step is presented in Figure 16.
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 Figure 16. Flattening operation
 The result vector is used in the fully connected layer, which acts as the output layer. The
 fully connected layer hosts a voting process on the input data coming from the flattening
 layer. In a classification problem the fully connected layer has as many units as the class
 there is, and with the values from the flattening it will decide the probabilities of the input
 to be any of the output classes. The highest probability will be chosen as the class for
 the input.
 In the scope of classification, CNNs are generally used for image classification (Xu,
 2015). CNNs are called two dimensional or three dimensional convolutional neural net-
 works. However, a CNN can be reduced to only one dimension for time series classifi-
 cation, which is particularly useful in churn prediction.
 4.5 Ensemble Learning
 When trying to solve a machine learning problem, normally only one learning algorithm
 is used. However, the No Free Lunch Theorem states that there is no single best method
 in any domain that would always be the most optimal learner (Alpaydin, 2009). The ap-
 proach ensemble learning takes is to try out more than one learning algorithm and then
 pick the one that performs the best (Zhang, 2012).
 Ensemble learning is a supervised learning method and works best when the learners
 are significantly diversified from each other (Kuncheva, 2003). If all of the learners were
 the same, it would be useless to combine them as their results would be very similar
 (Polikar, 2012). The learners can be diverse in terms of different algorithms, hyperpa-
 rameters, input representations and training sets (Alpaydin, 2009). Polikar (2012) has
 added feature diversification to the list. One effective ensemble learning method for
 churn prediction is the Random Forest method.
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 4.5.1 Random Forest
 Random Forest (RF) method is an application of Ensemble learning, which can be used
 for classification and regression problems (Breiman, 2001). As the name suggests, it is
 an ensemble consisting of numerous decision trees, which together create a forest. Each
 tree depends on a collection of random features to create feature diversification on the
 ensemble (Cutler, 2012). The RF structure is presented in Figure 17.
 Figure 17. Random Forest structure
 When a RF model is trained and a new input is run through it, the input instance is eval-
 uated by each decision tree in the forest. Then, each tree votes for which ever class it
 thinks the new input belongs to. The final result is based on the average of the votes
 coming from the trees (Cutler, 2012).
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 4.6 Machine Learning for Churn Prediction
 Understanding churn prediction relies heavily on knowing how customers use a prod-
 uct/service. Big amounts of data about customers’ product/service usage, received ser-
 vice quality and customer spend are some of the key factors to predict churn. As the
 dependent variable in churn prediction is known in the data set, has the customer
 churned or not, it can be labeled as supervised learning. There are various machine
 learning methods for churn prediction, such as to identify the early churn signals and
 recognize customers in danger of leaving (Vafeiadis, 2015). The methods include ANNs,
 RF and SVM.
 Saghir et al. (2019) have applied neural networks to predict churn in the telecommuni-
 cations industry. The models they set up can predict churn well with a 94% accuracy on
 the two telecom data sets. Idris et al. (2012) have compared the performance of different
 feature selection methods in churn prediction using a RF algorithm. They conclude that
 appropriate preprocessing of data and features is vital for classification. Gordini & Veglio
 (2017) utilize support vector machines in churn prediction in the context of business-to-
 business e-commerce customers. They compare SVMs to neural networks and logistic
 regression, and SVMs get the best accuracy score.
 4.6.1 Defining the problem
 The most important part of any machine learning study is defining the problem. It has an
 impact on how the study will be carried out. A churn prediction problem typically has
 three characteristics (Xie, 2009).
 1. The data is usually imbalanced; the number of churned customers is a very small minority (usually around 2% of total samples) of the total data.
 2. There is noise in data. 3. Predicting churn requires some sort of ranking of customers for their likelihood to
 churn.
 Depending on the sought information, churn prediction can be viewed as three different
 types of problems.
 1. A classification problem, e.g. will this customer churn in the next n months? 2. A regression problem, e.g. what is the probability for the customer to churn in the
 next n months? 3. A ranking problem, e.g. which customers have highest possibility to churn in the
 next n months?
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 The most widely used problem type is classification (Ying, 2008), which is also used in
 this study. As churn is often triggered by a chain of different events rather than a single
 event, the problem needs to be inspected in a sequential manner. The traditional ma-
 chine learning methods are so useful, and the sequential machine learning methods
 need to be used, which take the aspect of time in consideration. Sequential machine
 learning methods include neural networks, ensemble learning and support vector ma-
 chines.
 4.6.2 Class Imbalance
 As stated before, typical churn prediction problems experience class imbalance. Typical
 machine learning models assume that the event of interest occurs with some frequency
 and cannot work very well with class imbalance. Class imbalance means having the data
 set spread in imbalance regarding to the dependent variable (Seiffert, 2010). Weiss
 (2004) mentions six different categories of problems that arise when studying a data set
 with class imbalance.
 1. Inappropriate evaluation metrics: bad quality metrics are used for the algorithm, which leads to bad quality results.
 2. Low amount of data of the dependent variable: the number of absolute rare events of interest are low, which makes finding patterns difficult for the rare class.
 3. Relative lack of data and relative rarity: objects are common in the absolute sense, but rare compared to other classes.
 4. Data partitioning: if the algorithm uses data fragmentation, which means dividing (partition) the data into smaller sets, there will be less data to find patterns in.
 5. Inappropriate inductive bias: bad quality learning bias for the algorithm will impact its ability to learn occurrences of rare cases.
 6. Noise: noise has an impact on the algorithm as a whole, but even greater impact if there is noise on the rare events.
 Class imbalance also causes class skew, which means that if there is 95% of class A
 and 5% of class B, the machine learning model will get 95% accuracy just by defining all
 results to be class A (Provost, 2000).
 Various strategies have been introduced to deal with class imbalance. In a re-sampling
 strategy, samples of data are drawn from the data set repeatedly and the model is fitted
 again in order to learn more about the model. This is performed until there is as much
 samples of the minor class as the major class. Down-sampling strategy reduces size of
 the major class sample at random to match a more fitting ratio with the minor class. On
 the other hand, over-sampling can also be applied on the minor class at random, in which
 the minor class’ samples are randomly duplicated (Japkowicz, 2002).
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 4.6.3 Challenges in churn prediction with machine learning
 The challenge of churn prediction in a SaaS market lies on data quality and quantity.
 There are three main challenges in churn prediction that affect most problems, namely
 low amount of comparable data, class imbalance and churn decision reasoning uncer-
 tainty.
 - Low amount of comparable data: in machine learning generally more comparable data means better results. For churn prediction, a company can have only a small amount of comparable data about customers, which might be an issue.
 - Class imbalance: having for example 3% churners and the rest non-churners re-sults in two very uneven groups. This makes the event of interest very rare and prone to noise for example (Zhu, 2017).
 - Churn decision might not be related to the data at hand: churn might be caused by customers’ internal actions, for example the only app user in the customer company resigns and no one knows how to use it, decision to lower spend on digital marketing which means no need for an FMP anymore, or economical trou-ble of the customer.
 The first two challenges can be addressed in most situations. However, churn decision
 is not always rational. Churn might be due to other stakeholders of the customer com-
 pany. Thus, churn is not possible to be solved only by the service provider, but also
 highly dependent on the client. It is the main reason why customer churn prediction is
 difficult.
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 5. DATA COLLECTION AND ANALYSIS
 5.1 Data collection
 Smartly.io has a vast business intelligence database that includes information related to
 the business and customers. In this research, customer related data was collected to
 predict customer churn.
 The customer related data available in the databases can be divided into a few catego-
 ries, such as business, feature usage, platform usage, service quality and incident met-
 rics. The categories are presented in Table 7.
 Table 7. Feature categories
 Feature category Metrics Measure Business metrics The spend of a customer through
 Smartly.io and Facebook The customer’s advertising spends in euros (€).
 Feature usage To what degree each feature of Smartly.io has been used by a cus-tomer
 Spend in euros is going through campaigns that are us-ing the respective feature.
 Platform usage met-rics
 How much time a customer has spent on the Smartly.io
 Number of minutes the cus-tomer company has spent us-ing Smartly.io and the number of active users.
 Service quality met-rics
 The level of service quality the cus-tomer has experienced
 The ratings (0-5) that custom-ers have given after a support chat and the number of support chats they have had. The net promoter scores.
 Incident metrics How many incidents a customer has experienced in the past
 The number of bugs in Smartly.io they have encoun-tered while using Smartly.io.
 Each category is intended to gauge the customers overall health score, meaning how
 satisfied they are with the service and how likely they are to churn. All of the data used
 in this research was numerical as text-based data often requires cognitive thinking and
 is not suitable for a quantitative study. The categories include many different features,
 which are not presented here as requested by the case company.
 All data of interest from the databases was extracted to separate tables using SQL que-
 ries directly on the databases through a web-based interface. The data was fully in a
 time-series format, meaning snapshots of the values for each day. These tables were
 exported from the service as csv files in order to further process them.
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 As the goal is to predict whether a customer will churn in the upcoming future, it is im-
 portant to define a timeframe in which the customer is predicted to churn. The selected
 timeframe was two months, which gives a chance to react before the churning happens
 in order to be possible to prevent it.
 Having such a timeframe, most newer customers wouldn’t fit the analysis, as they have
 been a customer for less than 2 months; or if more than two months, their behavior might
 be fluctuating due to onboarding to the service. Thus, the data set was filtered to only
 contain customer that have been a customer for at least 3 months.
 5.2 Data manipulation
 The extracted data is very clean in general. The field values and types are well stand-
 ardized which makes it easy to work with. Still, a couple of steps were needed to format
 the data ready for the machine learning algorithms.
 Firstly, as the data was exported from multiple tables, the whole data set needs to be
 joined together. The joining was done with inner join operations, which can join tables of
 data based on a key. In this case the customer company IDs were used as the keys. By
 performing a sequence of inner join operations, the data set was unified into one large
 table.
 Secondly, once the data was joined, the missing values in the data were checked. All
 the missing values were seen as undefined values, which are not numerical and there-
 fore not suitable for programmatical algorithms. All of the undefined values were modified
 to be zero.
 Thirdly, the data set contained some data for customers who have churned, which had
 to be cleaned out. All data after the initial churn was taken out, leaving the sequence of
 all churning customers to end in a single churning event.
 Fourthly, as not all of the customers have had a subscription with the same amount of
 time period, the time-series length differs for each customer. In order to run this data
 through algorithms, the number of time-series steps need to match. Therefore, a zero
 padding was added to the dataset. Zero padding means adding zero values in front of
 the time-series steps to replicate the missing steps (Dumoulin, 2016). A standardization
 was achieved on the length of time-series via this method.
 Lastly, the tables need normalization. Normalization attempts to modify all of the values
 onto the same scale. In order to achieve this, the values in the data set were modified to
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 be the percental difference of the time-series steps, e.g. delta values. This ensured all of
 the values to be equally valuable to the machine learning algorithms.
 5.3 Re-sampling
 Re-sampling essentially means either adding or removing samples from the data set.
 This method is required when there is class imbalance in the data set that needs balanc-
 ing for unbiased results. To achieve fully unbiased results, the classes should be of equal
 size in the training data set. There are two types of re-sampling: downsampling and over-
 sampling (Ertekin, 2007).
 Downsampling means reducing the amount of the major class in the data set by taking
 out samples of the major class (Provost, 2000). For example, if there is 600 samples of
 class A and 200 samples of class B, there is a 75% bias towards class A. This bias can
 be addressed by downsampling the class A to 200 samples making both classes have
 200 samples and a 50% bias towards both classes.
 Oversampling means increasing the amount of the minor class in the data set by dupli-
 cating random samples of the minor class (Lemaître, 2017). For example, in the previous
 example class B could be oversampled to 600 samples. It is very important to cross-
 validate the data set to training and validation sets before oversampling. Only the training
 data should be oversampled in order to prevent having duplicate samples in the training
 and validation sets. The training and validation sets should have excluded samples.
 The downside of undersampling is that it might remove useful data that could be im-
 portant in the training. Oversampling, on the other hand, has no loss of any data but
 increases the learning time and suffers from high computational costs due to the increase
 of the number of samples (Ertekin, 2007). In this study there is a limitation of data rather
 than efficiency, thus, we preserve all data available. In order to not lose any data from
 the relatively low amount of data available, oversampling is used in this study to ensure
 that no accuracy will be lost.
 5.4 Data manipulation techniques
 All machine learning algorithms require the data set to be processed to a certain format
 for use. A set of techniques were used in order to mold the data into the correct and
 efficient format for the algorithms. Python libraries called skicit-learn (Skicit-learn, 2019)
 and imblearn (Imblearn, 2019) were used to perform these techniques on the prepro-
 cessed data set. The used techniques and their skicit-learn functions are presented in
 Table 8.
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 Table 8. Python functions used in the study
 Technique Python function Cross Validation sklearn.model_selection.train_test_split
 Grid Search sklearn.model_selection.GridSearchCV Learning Curve sklearn.model_selection.learning_curve Oversampling imblearn.over_sampling.RandomOverSampler
 Cross validation splits the data set into two sets: a training set and a test set. The training
 set is used for training the machine learning model, and the test set for validating the
 model’s training. The split is usually an 80% training and 20% test split. The training and
 test sets have no duplicate data in order to make the test reliable.
 In order to find optimal values for the hyperparameters, Grid Search was used. Grid
 search essentially creates a matrix out of the variables and trains the algorithm with each
 possible variation of the parameters. Then it picks the best performing set of parameters.
 Learning Curve was used to efficiently train and validate a model on different training set
 sizes. This data was used to plot learning curves in order to evaluate the models visually.
 5.5 Metrics used in the analysis
 When training a sequential machine learning model, the parameters that need to be in-
 spected are usually accuracy and loss. The loss value depends on what loss function is
 used in the model. In this research, the mean squared error loss function is used, also
 known as the L2 loss, which measures the squared average error differences between
 the predicted values and the actual values in the data set (Wackerly, 2014).
 𝑚𝑒𝑎𝑛𝑠𝑞𝑢𝑎𝑟𝑒𝑑𝑒𝑟𝑟𝑜𝑟 = -(𝑦0123−𝑦5136)89
 :;<
 Accuracy is simply a percentage of how many times the model was able to predict the
 result correctly (Metz, 1978). However, in this case where data is highly imbalanced and
 the effect of false positives is highly negative, accuracy is not the best evaluator. Instead,
 there are three other metrics that can be used: precision, recall and f1-score (Flach,
 2003). Precision determines the proportion of true positives from the total amount of
 positives, meaning the proportion of correctly predicted positives from all predicted pos-
 itives (Van Rijsbergen, 2004).
 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
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 Another good evaluator for highly imbalanced data sets is the recall metric. Recall deter-
 mines the proportion of true positives from the total amount of true positives and false
 negatives, meaning the proportion of correctly predicted positives from all predictions
 that should have been positive (Van Rijsbergen, 2004).
 𝑟𝑒𝑐𝑎𝑙𝑙 =𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 F1-score is a metrics that balances between precision and recall (Van Rijsbergen, 2004).
 𝐹1 = 2 ∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 Of these four metrics, the most important one is precision as the business impact of false
 negatives is not as high as the impact of false positives. The goal is to be able to predict
 true positives accurately and therefore precision will be the main evaluator of the models.
 The other metrics will be used as supporting evaluators when analyzing the results.
 5.6 Long Short-Term Memory model
 5.6.1 Network structure
 Long short-term memory (LSTM) algorithm was chosen to be used as the first machine
 learning algorithm. Programmatically, the network was constructed using the Python li-
 brary Keras (Keras.io, 2019). Initially, the network was constructed of two LSTM layers
 and a fully connected layer to predict the churn value. The network structure is presented
 in Table 9.
 Table 9. Initial LSTM network structure
 Layer (type) Output shape LSTM 1 (32, 24, 34) LSTM 2 (32, 34) Dense (fully connected) (32, 1)
 The first LSTM layer preserves the same shape with the timesteps included in order to
 be suitable for the second LSTM layer. The second LSTM does not preserve the input
 shape as it acts as a normal recurrent layer which flattens the result in order to shape
 the data correctly for the Dense layer, in other words, the fully connected layer. The
 hidden layers had the number of features 34 as the number of neurons in them.
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 The input data is in a shape of (32, 24, 34), meaning batches of 32 data samples with 24
 timesteps and 34 features in each data point. This input data is fed to the neural net-
 work’s input layer, which forwards it to the hidden layers. The hidden layers make learn-
 ings from the data and then give it to the fully connected layer, which molds the data into
 the output shape (32, 1), meaning batches of 32 data samples that have no timesteps
 and 1 feature.
 5.6.2 Training the model
 The metrics used in training the model are loss and precision. The training started by
 training the initial network structure with 100 epochs on 10 different sessions, and then
 observing the precision and loss curves of the learning. The precision curve is presented
 in Figure 18.
 Figure 18. Initial LSTM precision curve
 The first observation is that the model reaches poor precision on all training sessions,
 approximately 40-50%. The model is able to learn at the start of the sessions, as preci-
 sion grows until the 20-epoch mark, after which learning stagnates to the 40-50% area.
 The difference between learning and training precision is also very large, which means
 that there is not much connection between the samples in the data set to predict upon,
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 even though the samples are randomly selected from the data set. To fully assess the
 model, the loss values need to be inspected. The loss curve is presented in Figure 19.
 Figure 19. Initial LSTM loss curve
 The loss value seems to stop decreasing at the 10-epoch mark and it starts to increase
 at the 20-epoch mark, which is the result of overfitting the model. When a model overfits,
 it gets too accustomed to the training data and makes very biased predictions, which can
 lead to a negative effect on predicting the actual test data. The number of epochs should
 be limited to the point where the model starts to overfit either by experimenting or with
 algorithms that can notice such overfit and stop the training early.
 5.6.3 Optimizing the network
 As the initial network structure is very basic, it can be optimized further. Optimizing the
 performance of most machine learning algorithms is through adjusting the hyperparam-
 eters (Claesen, 2015). The hyperparameters were tested with the grid search algorithm.
 The hyperparameters that can be tuned for a LSTM network. The values used for grid
 search and optimal hyperparameter values are presented in Table 10.
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 Table 10. LSTM hyperparameters
 Hyperparame-ter
 Definition Values used for grid search
 Optimal value
 Number of hid-den LSTM lay-ers
 The number of hidden layers added to the network, e.g. the number of LSTM layers
 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
 7
 Number of hid-den units
 The number of units in each hidden layer
 16, 34, 64, 128 34
 Number of training epochs
 How many times the data is run through the network in each training session
 10, 25, 50, 100 25
 In addition to the grid search, dropout layers were tested experimentally. Adding dropout
 layers between each LSTM layer will reduce the overfit. Using these findings, a LSTM
 network was trained again with 7 LSTM layers with a 20% dropout layer between each
 one. Each LSTM layer has 34 hidden units and the training epochs were set to 50. In
 order to prevent overfitting the model, an early stopping function was added, which stops
 the training session once it notices that the loss value starts to rise, meaning overfit. The
 precision curve for the optimized model is presented in Figure 20.
 Figure 20. Optimized LSTM precision curve
 As shown in Figure 21, the early stopping function stopped most of the training sessions
 at 10 epochs of training. It is highly possible that the precision will become worse if the

Page 48
						

41
 training continues. The model is able to reach 40-50% precision consistently, but the gap
 between the training and the validation is still very large. The loss curve of the optimized
 model is presented in Figure 21.
 Figure 21. Optimized LSTM loss curve
 The loss values average in the 0.15 and 0.20 area. Optimizing the model cannot enhance
 the results much, indicating that it is hard to make churn prediction with LSTM based on
 this data set.
 5.7 Convolutional Neural Network model
 5.7.1 Network structure
 The CNN was also constructed with Keras (Keras.io, 2019). The initial network structure
 consists of one convolutional layer, a pooling layer, a flattening layer and a fully con-
 nected layer as a basis for the research. The network structure is presented in Table 11.
 Table 11. Initial CNN structure
 Layer (type) Output shape Convolution (32, 22, 34) Max pooling (32, 11, 34) Flatten (32, 374) Dense (fully connected) (32, 1)
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 The input shape is similar to the LSTM, (32, 24, 34) as we applied the same data set.
 Each convolutional layer and pooling layer compact the timesteps of the model due to
 the convolution and pooling operations modifies the data to the output shape. A flattening
 layer is added to the end as the fully connected layer requires the data to be in a 1-
 dimensional shape.
 5.7.2 Training the model
 Similar to LSTM, the CNN in training is also evaluated with precision and loss curves.
 This training is used as a basis for comparison in order to optimize the model. Mean
 squared error is used and the training consists of 10 sessions of training with 100 epochs.
 The precision curve is presented in Figure 22.
 Figure 22. Initial CNN precision curve
 The precision seems to grow slightly until the 30-epoch mark after which it starts to de-
 crease, which means an overfitting model. The precision of the model reaches 30-60%,
 which is not good. The loss curve of the initial CNN is presented in Figure 23.
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 Figure 23. Initial CNN loss curve
 As shown in Figure 23, loss starts to increase after the 30-epoch mark, which gives the
 same signal of overfitting as the accuracy curve. Therefore, the fit is not very good after
 20 epochs of training and should be stopped early to achieve better results.
 5.7.3 Optimizing the network
 Grid search was used to find the optimized set of hyperparameters for the CNN. The
 values used for the grid search and the optimal values are presented in Table 12.
 Table 12. CNN hyperparameters
 Hyperparameter Definition Values used for grid search
 Optimal value
 Number of hidden convolutional lay-ers
 The number of hidden layers added to the network, e.g. the number of convolutional lay-ers
 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 2
 Number of filters The number of filters used in the hidden layers of the net-work
 16, 34, 64, 128 34
 Number of training epochs
 How many times the data is run through the network in each training session
 10, 25, 50, 100 50
 Kernel size The width of the kernel used in the convolution operations
 1, 2, 3 2
 Pool size The size of the pool used in the pooling operation
 1, 2, 3 2
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 The hyperparameters were tested experimentally and the findings point out that 2 hidden
 layers offer the best result. Kernel size was best at 2 and pool size for MaxPooling oper-
 ation was optimal at 2 as it provided better results and less fluctuation. Filter size was
 optimal at 34. The precision curves for the optimized model are presented in Figure 24.
 Figure 24. Optimized CNN precision curve
 The precision seems to increase slightly until the 30-epoch mark, after which it stagnates.
 The precision still remains poor, approximately 40% for all sessions. The loss curves are
 presented in Figure 25.
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 Figure 25. Optimized CNN loss curve
 As shown in Figure 25, loss is constantly between 0.15 and 0.20. As can be seen from
 the precision curve, the gap between training and validation is large as with LSTM, indi-
 cating that neural networks are not able to predict churn very well based on this data set.
 5.8 Support Vector Machine
 5.8.1 Training the model
 The support vector machine was trained using the same data as for the sequential neural
 networks. The SVM was built using skicit-learn’s svm.SVC (Skicit-learn, 2019). Initially it
 was set to use a non-linear kernel because the number of samples is much larger than
 the number of features. As the non-linear kernel, Radial Basis Function kernel was cho-
 sen which is a popular non-linear kernel used for various kernelized learning algorithms.
 The training was evaluated by training it on different training set sizes. It was trained on
 sizes of 15, 25, 50, 100, 150, 200, 250, 300, 350, 400, 500, 600, 700, 800 and the max-
 imum samples. The learning curve of the SVM training is presented in Figure 26.
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 Figure 26. Initial SVM precision curve
 In Figure 26, the x-axis represents the training set size while y-axis represents the pre-
 cision score of the training session. With the smaller training sets there was fluctuation,
 but that was resolved with more data. The model is able to learn on the training data, but
 the learning cannot increase precision on the validation set, implying that the model is
 not fit to customer churn with this data set.
 5.8.2 Optimizing SVM
 To optimize the hyperparameter values properly, a grid search was used. The training of
 grid search was scored using precision. The tested values and the optimal value for the
 hyperparameters used for optimizing the SVM algorithm are presented in Table 13.
 Table 13. SVM hyperparameters
 Hyperparam-eter
 Definition Values used for grid search
 Optimal value
 C range Penalty parameter. Tries to control the decision boundary and classify-ing training samples correctly
 [0.01-0.09], [0.1-1.0] 0.9
 Gamma range The higher the gamma value, the more the model tries to fit the data exactly
 [0.01-0.09], [0.1-1.0] 0.2
 Kernel type Type of kernel linear, rbf rbf
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 The SVM algorithm was then trained with the optimized values, C 0.9, gamma 0.2 and
 kernel type rbf. The precision curve of the training is presented in Figure 27.
 Figure 27. Optimized SVM precision curve
 The algorithm learned well on the training and validation sets. For the training set, preci-
 sion goes all the way to 1.0, and for the validation set it reaches approximately 0.8. There
 is some fluctuation, but that lessens with more data. Compared to the initial model, the
 optimized model performs much better in terms of precision and is able to predict true
 positives at 80% rate on average.
 5.9 Random Forest
 5.9.1 Training the model
 Similar to the SVM, the RF algorithm was trained using different training set sizes. The
 RF model was build using skicit-learn’s RandomForestClassifier (Skicit-learn, 2019) The
 sizes used were 15, 25, 50, 100, 150, 200, 250, 300, 350, 400, 500, 600, 700, 800 sam-
 ples. The learning curve of the RF algorithm is presented in Figure 28.
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 Figure 28. Initial RF precision curve
 In Figure 28, the x-axis represents the training set sizes while y-axis is the precision
 score of the training sessions. The validation set gets better results gradually, coming
 close to the training set. The curve is upward for the most part but seems to stagnate
 around 800 sample size. Potentially with a larger data set, the model would learn even
 more. The model is slightly underfit.
 5.9.2 Optimizing Random Forest
 To find the optimized hyperparameters for RF, a range of values for each hyperparame-
 ter were tested with grid search and scored towards precision score. The hyperparame-
 ters, tested values and optimal values are presented in Table 14.
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 Table 14. Optimized RF hyperparameters
 Hyperparameter Definition Values tested with grid search
 Optimal value
 Number of estima-tors
 Number of decision trees 8, 16, 34, 64, 100, 200 200
 Max depth Number of concurrent de-cision nodes
 [1-32] 14
 Min samples split Minimum percentage of samples required to split to another decision node
 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0
 0.3
 Min samples leaf Minimum percentage of samples required to gen-erate a leaf node (termi-nal)
 0.1, 0.2, 0.3, 0.4, 0.5 0.1
 Max features Maximum number of fea-tures when doing a split
 [1-34] 28
 The RF algorithm was then trained with the optimized parameters for 10 training sessions
 similarly to the initial training. The precision learning curve for the optimized RF is pre-
 sented in Figure 29.
 Figure 29. Optimized RF precision curve
 The model learns well in the first 200 samples but after that the learning stops. The
 precision score has not become better with the optimized parameters, which suggests
 that it is hard to predict the values correctly on this data set with RF.
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 6. DATA ANALYSIS RESULTS
 The results are measured primarily by the precision score as it is the most important
 metric for this business case. The results of the trained models via different machine
 learning models are presented in Table 15.
 Table 15. Data analysis results
 Model Accuracy Precision Recall F1 LSTM initial 0.748398576 0.389046453 0.400329053 0.388281897
 LSTM optimized 0.764056940 0.449281746 0.639263769 0.524507809 CNN initial 0.779715303 0.462069493 0.380788883 0.412818632
 CNN optimized 0.769039147 0.441495932 0.530114083 0.477522951 SVM initial 0.725622776 0.345742850 0.452775849 0.389849823
 SVM optimized 0.814234875 0.848492063 0.095139729 0.170242282 RF initial 0.832028470 0.620861121 0.395156570 0.476935358 RF optimized 0.812455516 0.541466151
 0.588259908
 0.562473263
 The colors in the table represent which of the initial or optimized models worked better
 in terms of precision. The green refers to the better one and the red is the worse one.
 The best value for each metric is bolded in each column.
 The neural networks LSTM and CNN performed badly on this data set. Deep learning
 seems to not work well on this data set either, which is most likely because there is not
 enough data. Deep learning models perform best with vast amounts of data, but it is not
 available in this case. On the other hand, SVM and RF, which are not deep learning
 models, performed better and were able to learn even with less data. This means there
 is some connection in the data to be revealed with the right model.
 The best precision was achieved by the optimized SVM algorithm, reaching almost 85%
 precision. It is the only algorithm that seems to be able to get a good precision rate,
 therefore making it the best model for customer churn prediction for this business case
 company. However, the recall score of the SVM is very low, meaning that even though
 it is able to predict true positives accurately, it misses most of the true positives. This is
 not a problem in this case since false negatives are not critical.
 The models are able to get a decent accuracy. That is most likely due to class imbalance
 and classifying almost everything to one class. The hyperparameter optimization worked
 well on some of the models, badly on others. SVM and LSTM were able to get much
 better results with the optimized model while RF and CNN performed worse with the
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 optimized hyperparameters. The findings suggest that CNN and RF are not very suitable
 for customer churn prediction with this data set from the case company.
 In this study some features were used to predict churn. While the RF was not the most
 effective algorithm in the prediction, it offers a view on which features contributed the
 most in the prediction. The weight of each feature is calculated by the percentage that
 the prediction error increases when the variable is removed. The weight of each feature
 category is presented in Table 16.
 Table 16. Feature weight in the churn prediction
 Feature category Importance in prediction Business metrics 0.24449279101186316 Feature usage metrics 0.0681026985 Platform usage metrics 0.29881859092 Service quality metrics 0.2865859195593158 Incident metrics 0.0
 Platform usage was found to be the most important factor due to its highest weight in
 importance in prediction, there was a 29.8% increase in the prediction error if platform
 usage metrics were removed. This finding is as expected as platform usage is directly
 connected with churn. Platform usage should be used in predicting churn. The second
 important feature is service quality with a small difference compare to platform usage.
 The prediction error increase by 28.5% if service quality metrics were removed, indicat-
 ing that service quality is also very useful in churn prediction. Service quality is linked
 with customer satisfaction, a powerful driver of churn, which explains the high contribu-
 tion and makes them important metrics.
 The third most important features were the business metrics, getting 24.5% increase in
 prediction error if they were removed from the prediction. Business metrics are similarly
 directly connected to churn as platform usage metrics, making them very important in
 the prediction. In SaaS, business metrics can be well used to predict churn.
 Removing feature usage metrics increased the prediction error only by 6%, which is rel-
 atively low. However, it does contribute to churn prediction. The least increase in predic-
 tion error when removed was caused by incident metrics, causing no increase. This
 means that incident metrics in this case had no impact on churn prediction and are not
 very important in this case.
 The objective of this study was to introduce a machine learning model which can accu-
 rately predict churn and to explore which features contribute most in the event of churn.
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 This objective was met to some extent as the optimized SVM is able to predict customer
 churn with high accuracy and the features contributing to customer churn were also un-
 veiled with the RF algorithm.
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 7. CONCLUSIONS AND LIMITATIONS
 This study aims to provide a method to predict churn to the case company and to provide
 insights on what are important features in customer churn prediction. Based on the re-
 search findings from this study, the following conclusions are concluded.
 Firstly, some relevant factors to churn were found which could be applicable in SaaS and
 Smartly.io’s case, such as business metrics, feature usage metrics, platform usage met-
 rics, and service quality metrics.
 Secondly, several machine learning methods were used in churn prediction in this study,
 such as recurrent neural networks, convolutional neural networks, support vector ma-
 chine and random forest algorithms. These algorithms were trained and evaluated with
 the said features. The training and evaluation for each algorithm was first done with de-
 fault hyperparameters prominent to the algorithm in order to offer a basis for the optimi-
 zation. Then, the optimal hyperparameters were sought with a grid search algorithm.
 Finally, each algorithm was trained and evaluated again with the optimized hyperparam-
 eters.
 The results of the machine learning algorithms were gauged with the precision metric.
 The best results were offered by the SVM algorithm, reaching 85% precision score. None
 of the other algorithms got very close to the precision score though the RF algorithm with
 default hyperparameters scored 62% precision. The neural networks, long short-term
 memory neural network and convolutional neural network cannot perform good churn
 prediction in this case. They are deep learning methods. In this case the amount of data
 limits their performance.
 Thirdly, in addition to the prediction performance of the algorithms, the RF algorithm of-
 fered a view on the importance of each feature in the prediction. It turns out that business
 metrics, platform usage metrics and service quality metrics were the most significant
 drivers of churn in this case. Business metrics and platform usage metrics have high
 importance as expected. The high importance of service quality metrics was a good in-
 sight as it contributed second highest to the prediction and suggests that service quality
 is an important factor in the SaaS industry.
 The contribution of this study can be separated to two sectors, the ability to predict churn
 and the features’ importance. With the results of this study, Smartly.io can do initial pre-
 diction of churn with good precision to spot out companies that are about to churn and
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 should be focused on, which can have an impact in lowering the overall churn rate. The
 churn of these endangered companies can be avoided by several actions.
 Firstly, the account manager of the said company should start paying more attention to
 the customers, having more meetings and discussing about their current pain points
 (such as service quality, platform usage history, feature usage history) in using Smartly.io
 to find out what are the issues and how to resolve them. There are some general issue
 categories that the customer could be facing and how the customer success manager
 could mend the situation, which are presented in table 17.
 Table 17. Potential customer issues and how to mend the situation
 Issue Actions to take to mend the situation Customer is not very good in using the plat-form
 Offer training sessions
 Bad digital marketing performance Offer consultation and potentially more in-depth analysis from Smartly.io
 Lack of a certain feature Give feedback to the engineering team. Or-ganize a meeting with the engineering team to provide transparency what they are working on and the chance for the customer to provide feedback
 Bad service quality Pay more attention to the customer. Make them priority in customer support, have an in-depth session about their issues with the ser-vice quality.
 Lack of relationship with Smartly.io Collaborate more with the customer and po-tentially meet in person.
 Secondly, Smartly.io could offer them additional services from their service selection.
 Thirdly, the said customer should receive top priority in support chats to provide high
 class service.
 Lastly, the contribution of feature importance scores provides good insights to the case
 company, potentially validating previous thoughts and sparking new ones. They highlight
 the importance of service quality in SaaS, which could be therefore focused on more in
 the future. As business and platform usage metrics contributed so well in the prediction,
 it’s evident to say that the more customers use the platform and the more they spend,
 the less likely they are to churn.
 There are several limitations of this study. Firstly, this study focused mainly to the SaaS
 field and might not be applicable for other industries. However, other fields could repli-
 cate this study to make churn prediction in different research contexts and even include
 more features in research to explore customer churn. Secondly, some features
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 suggested by the churn literature were not available from the case company for machine
 learning algorithms. This might due to the data being in incorrect format or not collected
 by the case company at all. This might have an impact on the performance of the algo-
 rithms.
 Future research on churn prediction could explore more available features and utilize
 feature selection methods to get the most relevant ones. Further, this study evaluated
 the different models on a basic level and mainly focused on comparing them. In future
 research, each of the machine learning algorithms could be individually applied to tailor
 a specific model for churn prediction and reach optimal performance.
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