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Preface

These notes summarize a series of lectures I gave as part of
the

IAS/PCMI Mentoring Program for Women in Mathematics, held
May

17-27, 1999 at the Institute for Advanced Study in Princeton,
NJ

with funding from the National Science Foundation. The
material

included is not original, but the exposition is new. The booklet
[LG]

also contains an introduction to algebraic geometric coding
theory,

but its intended audience is researchers specializing in either
coding

theory or algebraic geometry and wanting to understand the
connec-

tions between the two subjects. These notes, on the other hand,
are

designed for a general mathematical audience. In fact, the
lectures

were originally designed for undergraduates.I have tried to
retain the conversational tone of the lectures, and

I hope that the reader will find this monograph both accessible
and

useful. Exercises are scattered throughout, and the reader is
strongly

encouraged to work through them.

Of the sources listed in the bibliography, it should be pointed
out

that [CLO2], [Ga], [H], [L], [MS], [NZM] and [S] were used
most

intensively in preparing these notes. In particular:

Theorem 1.11, which gives some important properties of
cyclic

codes, can be found in [MS].

xi
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xii Preface

The proof given for the Singleton Bound (Theorem 2.1) is
from[S].

The proofs given for the Plotkin Bound (Theorem 2.3),
theGilbert-Varshamov Bound (Theorem 2.4), and the asymptotic

Plotkin Bound (Theorem 2.7) are from [L].

Exercise 3.6, about finding points on a hyperbola, is taken
from[NZM].

The pictures and examples of singularities (as in Exercise
4.4)are from [H].

The proof of the classification of finite fields outlined in
theExercises in Section B.3 is from [CLO2].More generally, the
reader is referred to [L], [MS], and [S] for

more information on coding theory, [H], [ST], and [CLO2] for
more

information on algebraic geometry, and [Ga] for more background
on

abstract algebra. In particular, any results included in these
notes

without proofs are proven in these sources.

I would like to thank all of the people who contributed to
the

development of this monograph. In particular, special thanks go
to:

Chuu-Lian Terng and Karen Uhlenbeck, who organize the
Mentoring

Program and invited me to speak there; Kirstie Venanzi and
especially

Catherine Jordan, who provide the staff support for the program
as

well as for IAS/PCMI; Christine Heitsch, who did a great job
coordi-

nating problem sessions for my lectures; Graham Leuschke and
Mark

Walker, who proofread the various drafts of these notes; and,
most im-

portantly, the thirteen amazingly bright undergraduate women
who

participated in the program Heidi Basler, Lauren Baynes,
Juliana

Belding, Mariana Campbell, Janae Caspar, Sarah Gruhn,
Catherine

Holl, Theresa Kim, Sarah Moss, Katarzyna Potocka, Camilla
Smith,

Michelle Wang, and Lauren Williams.

Judy L. Walker
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Chapter 1

Introduction to CodingTheory

1.1. Overview

Whenever data is transmitted across a channel, errors are likely
to

occur. It is the goal of coding theory to find efficient ways of
encod-

ing the data so that these errors can be detected, or even
corrected.

Traditionally, the main tools used in coding theory have been
those

of combinatorics and group theory. In 1977, V. D. Goppa
defined

algebraic geometric codes [Go], thus allowing a wide range of
tech-

niques from algebraic geometry to be applied. Goppas idea has
had

a great impact on the field. Not long after Goppas original
paper,

Tsfasman, Vladut and Zink [TVZ] used modular curves to
construct

a sequence of codes with asymptotically better parameters than
any

previously known codes. The goal of this course is to introduce
you to

some of the basics of coding theory, algebraic geometry, and
algebraic

geometric codes.

Before we write down a rigorous definition of a code, lets
look

at some examples. Probably the most commonly seen code in
day-

to-day life is the International Standardized Book Number
(ISBN)

Code. Every book is assigned an ISBN, and that ISBN is
typically

displayed on the back cover of the book. For example, the ISBN
for

The Theory of Error-Correcting Codesby MacWilliams and
Sloane

1
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([MS]) is 0-444-85193-3. The first nine digits 0-444-85193
contain

information about the book. The last 3, however, is a check
digit

which is chosen on the basis of the first nine. In general, the
check

digit a10for the ISBN a1a2a3a4a5a6a7a8a9is chosen by
computinga10

:= (a1+ 2a2+ + 9a9). Ifa10 i (mod 11) for some i with0i9, we
seta10 = i. Ifa10 10 (mod 11), we set a10 to be thesymbol X. The
point is that every book is assigned an ISBN using

the same system for choosing a check digit, and so, for example,
if

you are working in the Library of Congress cataloging new books
and

you make a mistake when typing in this number, the computer
can

be programmed to catch your error.The ISBN Code is a very simple
code. It is not hard to see that it

detectsall single-digit errors (a mistake is made in one
position) and

all transposition errors (the numbers in two positions are
flipped). It

cannotcorrectany single-digit or transposition errors, but this
is not

a huge liability, since one can easily just type in the correct
ISBN

(re-send the message) if a mistake of this type is made.
Further, the

ISBN code is efficient, since only one non-information symbol
needs

to be used for every nine-symbol piece of data.

The so-called Repetition Codes provide an entire class of
simple

codes. Suppose, for example, every possible piece of data has
been

assigned a four bit string (a string of zeros and ones of length
four),

and suppose that instead of simply transmitting the data, you
trans-

mit each piece of data three times. For instance, the data
string 1011

would be transmitted as 1011 1011 1011. If one error occurs,
then

that error would be contained in one of the three blocks. Thus
the

other two blocks would still agree, and we would be able to
detect and

correct the error. If we wanted to be able to correct two
errors, we

would simply transmit each piece of data five times, and in
general,

to correctt errors, we would transmit the data 2t + 1 times.

The Repetition Codes have an advantage over the ISBN Code in

that they can actually correct errors rather than solely detect
them.

However, they are very inefficient, since if we want to be able
to

correct just one error, we need to transmit a total of three
symbolsfor every information symbol.

We are now in a position to make some definitions.
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Definition 1.1. A codeC over an alphabetA is simply a subset
of

An :=A A (n copies).

In this course, A will always be a finite field, but you
should

be aware that much work has been done recently with codes
over

finite rings; see Project C.6. Appendix B discusses finite
fields, but

for now, you may just think of the binary field F2 :={0, 1},
whereaddition and multiplication are done modulo 2. More generally,
for

any primep, we have a field Fp:={0, 1, . . . , p 1}with addition
andmultiplication modulop.

Definition 1.2. Elements of a code are called codewords, and
thelength of the code is n, where C An. IfA is a field, C is
calleda linear code if it is a vector subspace of An, and in this
case the

dimension k of C is defined to be the dimension of C as a
vector

space overA. Notice that ifA = Fq is the finite field with
qelements,

and Cis a linear code over A, then k = logq(#C), where #C is
the

number of codewords inC. Together with theminimum
distancedminofCwhich we define below, n and k (or n and #C in the
nonlinear

case) are called the parametersofC.

IfCis a linear code of length n and dimension k over A, we
can

find k basis elements for C, each of which will be a vector of
length

n. We form a k n matrix by simply taking the basis elements
asthe rows, and this matrix is called a generator matrixfor C.

Notice that ifG is a generator matrix for C, then C is
exactly

the set{uG | uAk}. For example, the matrix1 1 0

0 1 1

is a generator matrix for a linear code of length 3 and
dimension 2.

Definition 1.3. For x = (x1, . . . , xn), y = (y1, . . . , yn)
An, wedefine the Hamming distancefrom x to y to be

d(x, y) := #{i | xi=yi}.For xAn, we also define the Hamming
weightofx to be wt(x) =d(x, (0, 0, . . . , 0)).
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Exercise 1.4. Show that the Hamming distance in fact defines
a

metric onAn. In other words, show that for allx, y, zAn, we
have:a) d(x, y)0, with d(x, y) = 0 if and only ifx = y,b) d(x, y) =
d(y, x), and

c) d(x, y) + d(y, z)d(x, z).Definition 1.5. Theminimum
distanceofC is

dmin:= dmin(C) = min{d(x, y) | x, yCandx=y}

If the meaning is clear from context, we will often drop the
sub-

script and simply write d for the minimum distance of a
code.

Exercise 1.6. Show that if C is a linear code then the
minimum

distance ofC is min{wt(x) | x Candx= (0, 0, . . . , 0)}. In
otherwords, show that for linear codes, the minimum distance is the
same

as theminimum weight.

Lets now return to our examples. The ISBN Code is a code

of length 10 over F11 (where the symbol X stands for the
element

10 F11). It is a nonlinear code since the X can never appear
inthe first nine positions of the code. It has 109 codewords, and
the

minimum distance is 2. Our Repetition Code is a linear code
overF2

of length 4r, wherer is the number of times we choose to repeat
eachpiece of data. The dimension is 4, and the minimum distance is
r .

Why are the dimension (or number of codewords) and minimum

distance of a code important? Suppose C is a linear code over
an

alphabetA which has length n, dimension k , and minimum
distance

d. We may think of each codeword as havingk information
symbols

and n k checks. Thus, we want k large with respect to n so
thatwe are not transmitting a lot of extraneous symbols. This makes
our

code efficient. On the other hand, the value ofddetermines how
many

errors our code can correct. To see this, for x An and a
positiveinteger t, define Bt(x) to be the ball of radius t centered
at x. In

other words,Bt(x) is the set of all vectors in An which are
Hamming

distance at mosttaway fromx. SinceChas minimum distanced,
two

balls of radiusd12 centered at distinct codewords cannot
intersect.Thus, if at mostd12 errors are made in transmission, the
received
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1.2. Cyclic Codes 7

c) g(x) dividesxn 1 as elements ofFq[x].d) IfI= IC for some
cyclic codeC, thendim C= n .

Proof. Suppose first that f(x) I is monic of degree .
Iff(x)=g(x), thenf(x) g(x) is a polynomial of degree strictly less
than inI. Multiplying by an appropriate scalar yields a monic
polynomial,

which contradicts the minimality of, proving (a).

To prove (b), let c(x) be any element ofI. Lifting to Fq[x],
we

can use the division algorithm to write c(x) = f(x)g(x) +r(x)
for

polynomialsf(x) andr(x) withr(x) either 0 or of degree strictly
less

than. Since c(x), g(x) andr(x) all have degree less than n, it
mustalso be true that f(x) has degree less thann, so this equation
makes

sense in Rn as well. But then we haver(x) = c(x) f(x)g(x)
I,which means r(x) = 0 by minimality of.

For (c), use the division algorithm in Fq[x] to write xn 1 =

q(x)g(x) + r(x) withr(x) either 0 or having degree strictly less
than

. Passing to Rn, we have r(x) =q(x)g(x) I, which impliesr(x) = 0
in Rn by minimality of . Thus r(x) = 0 in Fq[x] as well

since otherwisexn 1 dividesr(x), which makesr(x) have degree
atleastn > .

Finally, let c C be any codeword. Thenc(x) g(x) Rn,so there is
some f(x)Rn with c(x) =f(x)g(x). In Fq[x], then, wehavec(x) =
f(x)g(x)+ e(x)(xn1) for some polynomiale(x) Fq[x].Using (c), we
have c(x) = g(x)(f(x) + e(x)q(x)), where g(x)q(x) =

xn 1. Setting h(x) = f(x) + e(x)q(x), we have c(x) =
g(x)h(x),where deg(h(x))n 1. Thus the codewords ofC, when thoughtof
as elements of Fq[x], are precisely the polynomials of the form

g(x)h(x), where h(x) Ln1, so dim C = dim Ln1 = n.This proves
(d).

Because of the importance of this generator of the ideal IC,
we

give it a special name.

Definition 1.12. IfCis a cyclic code, we define the generator
poly-

nomialforCto be the unique monic polynomial g(x)ICof
minimaldegree.
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Chapter 2

Bounds on Codes

2.1. Bounds

We have already seen that a linear code C of length n, dimension
k

and minimum distance d is efficient ifk is large (with respect
to n)

and it corrects many errors ifd is large (with respect to n). We
are

thus prompted to ask the question: Given n and k, how large can
d

be? Or, equivalently: Given n and d, how large can k be? In
this

chapter, we will consider three partial answers to these
questions.

Theorem 2.1. (Singleton Bound) LetCbe a linear code of
length

n, dimensionk, and minimum distanced overFq. Thend

n

k+1.

This shows that the minimum distance of the Reed-Solomon
code

RS(k, q) is exactly nk + 1. Any code having parameters whichmeet
the Singleton Bound is called an MDS code. (MDS stands for

Maximum Distance Separable.)

There are several proofs one can give for this theorem. We
will

give one which relies only on linear algebra. For others, see
[MS].

Proof of Theorem 2.1. Begin by defining a subset W Fnq byW :={a=
(a1, . . . , an) Fnq| ad= ad+1 = = an= 0}.

For any a

W, we have wt(a)

d

1, so W

C =

{0

}. Thus

dim(W+C) = dim W+ dim C, where W+Cis the subspace ofFnq

9
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defined by

W+ C:={w + c | wW andcC}.

But dim W =d 1 and dim C=k , so this says that d 1 +kn,or dn k+
1.

Theorem 2.1 shows that if we consider codes of length q 1and
dimension k, there are no codes better than the Reed-Solomon

codes. However, the Reed-Solomon codes are a very restrictive
class

of codes because the length is so small with respect to the
alphabet

size. (Reed-Solomon codes dont even make sense over F2!)
Further,the Main Conjecture on MDS Codes ([MS]) essentially asserts
that

all MDS codes are short. In practice, we want to work with
codes

which are long with respect to the alphabet size. Thus we look
for

codes which are long, efficient, and correct many errors, but
which

perhaps are not optimal with respect to the Singleton Bound.

Although the proof given above works only for linear codes,
the

Singleton Bound is in fact true for nonlinear codes as well.
The

statement in this more general case is: IfCis a code of lengthn
with

Mcodewords and minimum distance d over an alphabet of size
q,

thenMqnd+1.The following definition will help us state our
bounds more clearly.

Definition 2.2. Let q be a prime power and let n, d be
positive

integers with d n. Then the quantity Aq(n, d) is defined as
themaximum value ofM such that there is a code over Fq of length
n

withMcodewords and minimum distance d.

By the Singleton Bound, we immediately have that Aq(n, d)qnd+1,
but the Main Conjecture claims that this bound is not sharp

for long codes. We now give both an upper bound which works
for

long codes and a lower bound on Aq(n, d).

Theorem 2.3. (Plotkin Bound) Set = 11/q. ThenAq(n, d) = 0ifd
< n and

Aq(n, d) dd n ifd > n.
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Proof. LetCbe a code of lengthn withMcodewords and minimum

distanced over the field Fq. Set S=

d(x, y), where the sum runs

over all ordered pairs of distinct codewords in C. Since the
distance

between any two codewords is at least d, and there are
M(M1)possible ordered pairs of distinct codewords, we immediately
have

SM(M 1)d.Now well derive an upper bound on S. Form anM n
matrix

where the rows are the codewords ofC. Consider any one
column

of this matrix, and let m be the number of times the element
of

Fq occurs in this column. (Note thatm = M.) ThenM mcodewords
have some other entry in that column and there are ncolumns total,
so assuming this column is the one in which codewords

differ the most, we have

SnFq

m(M m)

=nMFq

m nFq

m2

=n(M2 Fq

m2).

Now recall the Cauchy-Schwarz inequality: If a = (a1, . . . ,
ar)

and b= (b1, . . . , br) are vectors of length r , set a b :=
aibi, and||a||:= (a2i )1/2. Then||a b|| ||a||||b||. So setting a =
(m)Fqandb = (1, . . . , 1), we get

Fq

mFq

m2

12 q.Squaring both sides and dividing through byqyields

1

q

Fq

m

2 Fq

m2.

Substituting, we getSn(M2M2/q) = nM2, where = 11/q.Putting this
all together, we have

dM(M 1)SnM2.
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This can be rewritten asMd/(d n), giving the statement of
thetheorem.

Before we can state our lower bound on Aq(n, d), we must
review

some notation. Recall that for anyx Fnq and any positive
integerr, Br(x) is the ball of radius r centered at x. Note that
#Br(x) is

independent of x and depends only on r, q, and n. Thus we
may

letVq(n, r) denote the number of elements in Br(x) for any xFnq
.For anyyBr(x), there are (q 1) possible values for each of the
rpositions in whichx and y differ, so we see that

Vq(n, r) := #Br(x) =

ri=0

ni (q 1)i.Were now ready to state our lower bound:

Theorem 2.4. (Gilbert-Varshamov Bound) The quantity Aq(n, d)

satisfies

Aq(n, d)qn/Vq(n, d 1).

Proof. LetCbe a (possibly nonlinear) code of lengthn over Fq
with

minimum distance d and M = Aq(n, d) codewords. Let y Fnq
bearbitrary. Ify doesnt lie inBd1(x) for any xC, thend(x, y)dfor
every x

C. ThusC

{y

} is a code of length n with minimum

distance d and M + 1 > Aq(n, d) codewords, which is
impossible.Thus y Bd1(x) for some xC. Therefore the union over
allMcodewordsxCofBd1(x) must be all ofFnq , so we have

qn = #Fnq M Vq(n, d 1).Rewriting this inequality gives the
desired bound.

2.2. Asymptotic Bounds

Since we are looking for codes which have large dimension (or
many

codewords in the nonlinear case) and large minimum distance
with

respect ton, it makes sense to normalize these parameters by
dividing

through by n. In this spirit, we have:

Definition 2.5. Let Cbe a code over Fq of length n with qk
code-

words and minimum distance d. (Note that ifCis not linear then
k
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might not be an integer.) The information rateofC isR := k/n
and

therelative minimum distanceofC is:= d/n.

Of course, both R and are between 0 and 1, and C is a good

code if both R and are close to 1.

Our question of the last section now becomes: Given , how
large

can R be? Building on our previous results, we make the
following

definition:

Definition 2.6. Let qbe a prime power and R with 01.Then

q() := limsupn

1

nlogqAq(n,n)

After some thought, one sees that q() is the largestRsuch
that

there is a sequence of codes over Fq with relative minimum
distance

converging to and information rate converging to R. We will
now

develop asymptotic versions of the Plotkin and
Gilbert-Varshamov

bounds, thus giving bounds on the value ofq().

Theorem 2.7. (Asymptotic Plotkin Bound) With= 1 1/q, wehave

q()1 /, if0q() = 0, if1

Proof. LetCbe a code of lengthn withMcodewords and minimum

distance d over Fq. We can shorten Cby considering the
subset

ofCwhich ends in a certain symbol and then deleting that
symbol.

This procedure certainly preserves minimum distance, so if we do
it r

times, we are left with a code C with lengthnr, minimum
distanced, and at least M/qr codewords.

Set n := d1 and shorten C a total of r = nn times toobtain a
code of length n with M

M/qnn

codewords. The

original Plotkin Bound of Theorem 2.3 gives us

M

qnn M d

d n d,
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which immediately gives M dqnn. Plugging into the
definitionforq(), we have

q()limsupn

1

nlogq(nq

nn)

= limsupn

logq

n +

logqn

n + 1 n

n

= 1 lim

n

n

n= 1 /.

The equation

limn

n/n= limn

d 1

/n= /.

gives the last step.

In order to prove an asymptotic version of the
Gilbert-Varshamov

Bound, we will need a definition and a lemma. As usual, set
=

1 1/q, and define a function Hq(x) on the interval 0x by

Hq(x) := 0, x= 0

xlog

q(q

1) x

logqx

(1 x

)logq

(1 x

),

0< x

The function Hq is called the Hilbert entropy function.

Recall thatVq(n, r) is the number of vectors in any ball of
radius

r in Fnq .

Lemma 2.8. For any with0, we have

limn

1

nlogqVq(n, n) = Hq().

We omit the proof of this lemma. However, it is not difficult
and

relies on a combinatorial result called Stirlings formula.

Theorem 2.9. (Asymptotic Gilbert-Varshamov Bound) For anywith0,
we haveq()1 Hq().
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Proof. Simply plug into the definition ofq():

q() = limsupn

1

nlogqA(n,n)

limsupn

1

nlogq(q

n/Vq(n, d 1))

= limn

1 1n

logqVq(n,n) = 1 Hq(),which is what we needed to show.

Therefore, the possible values for q() lie in the region
above

the Gilbert-Varshamov curve R = 1

Hq() and below the Plotkin

lineR = 1 / in theR-plane, as indicated by the shaded regionin
the following picture:

Plotkin bound

GV bound

1- 1q

1

We close this chapter with a bit of history to put things
intoperspective. There are several known upper bounds on q().
The

Plotkin bound is not the best one, but we chose to include it
because

it gives a flavor for the area and because it is simple to
prove. On

the other hand, the seemingly obvious Gilbert-Varshamov bound
was

the best known lower bound on q() for a full 30 years
following

its original discovery in 1952. The existence of a sequence of
codes

having parameters asymptotically better than those guaranteed
by

the Gilbert-Varshamov bound was first proven in 1982 by
Tsfasman,

Vladut, and Zink. Their sequence used algebraic geometry
codes,

which were introduced by V. D. Goppa in 1977. Our goal for
the

rest of the course is to develop some algebraic geometry so that
we

can understand Goppas construction and see how Tsfasman,
Vladut,and Zink came up with their ground-breaking sequence of
codes.
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Chapter 3

Algebraic Curves

3.1. Algebraically Closed Fields

We begin this section with a definition:

Definition 3.1. A field k is algebraically closed if every
polynomial

ink [x] has at least one root.

For example, F2 is not algebraically closed since x2 +x + 1
is

irreducible over F2. Similarly, Q and R are not algebraically
closed

sincex2+1 is irreducible over these fields. However,C is
algebraically

closed; this is the Fundamental Theorem of Algebra.

Exercise 3.2. Let F be a finite field. Prove thatF cannot be
alge-

braically closed. Hint: Mimic Euclids proof that there are
infinitely

many primes.

Given a field k , it is often convenient to look at an
algebraically

closed field which contains k .

Definition 3.3. Letk be a field. An algebraic closureofk is a
field

Kwith kKsatisfying K is algebraically closed, and

If L is a field such that k

L

K and L is algebraically

closed, thenL = K.

17
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In other words, an algebraic closure of k is a smallest
alge-

braically closed field containing k . There is the following
theorem:

Theorem 3.4. Every field has an unique algebraic closure, up to
iso-

morphism.

Because of this theorem, we can talk of the algebraic closure
of

the field k, and we write k for this field. For example, R = C.
On

the other hand, it is known that , for example, is not the root
of

any polynomial over Q, so QC but Q=C. Also, F4 =F2, and
ingeneral,Fpn =Fp.

The following theorem gives a crucial property of
algebraicallyclosed fields.

Theorem 3.5. Let k be an algebraically closed field and
letf(x)k[x] be a polynomial of degreen. Then there existsuk :=k \
{0}and1, . . . n k (not necessarily distinct) such thatf(x) = u(x
1) . . . (x n). In particular, counting multiplicity,f has
exactlynroots ink .

Proof. Induct on n. If n = 0, then f is constant, so f k.Assume
now that every polynomial of degree n can be written in the

form of the theorem, and let f(x) k[x] have degree n+ 1.
Thensincek is algebraically closed, fhas a root . Now by Exercise
B.10,f(x) = (x)g(x) for someg(x)k[x] of degreen. By the
inductionhypothesis, we can write g(x) in the desired form, thus
giving an

appropriate expression for f(x).

3.2. Curves and the Projective Plane

Given a polynomial with integer or rational coefficients (a
Diophan-

tine Equation), it is a fundamental problem in number theory to
find

solutions of this equation in either the integers, the positive
inte-

gers, or the rationals. For example, Fermats Last Theorem
(recently

proven by Andrew Wiles) states that there is no solution (x,y,z)
in

positive integers to the equation xn +yn = zn when n

3. The

problem of finding positive integers a,b,c which could be the
sides of

a right triangle (Pythagorean triples) could be stated as
finding posi-

tive integer solutions to the equation a2 +b2 =c2. It is often
useful
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to approach these problems by thinking of the equations
geometri-

cally and/or modulo some prime p. If f(x, y) = 0 is a
polynomial

in two variables, then the equation f(x, y) = 0 defines a curve
Cf in

the plane. This leads us to the study of algebraic curves and
alge-

braic curves over finite fields. The set of solutions to the
equation

f(x, y) = 0 in the field k is denoted Cf(k).

Exercise 3.6. The purpose of this problem is to find all
rational

solutions to the equation x2 2y2 = 1. We will do this
graphically,by considering the hyperbola Cf in R

2 defined by the polynomial

f(x, y) = x2

2y2

1.

a) Show that (1, 0) is a point on the hyperbola. Are there
any

other points with y-coordinate 0?

b) LetL be a line with rational slope t which passes through
the

point (1, 0). Write down an equation for the line L in the
form

y= p(x).

c) Show that the equationf(x, p(x)) has exactly 2 solutions (x,
y),

one of which is (1, 0), and the other of which is a rational
solu-

tion to the equation x2 2y2 = 1.d) Write down polynomial
equations x = x(t), y = y(t) which

define infinitely many rational solutions to the equation x2 2y2
= 1.

e) Show that your equations actually give all but two
rational

solutions to the equation. Which two are missing?

If we want simultaneous solutions to two polynomial
equations

in two variables, then were looking at the intersection of two
curves.

Lets examine a specific case. Take f(x, y) = yx2 andg(x, y) =
ycfor various choices of c. If we takek = R, we can graph these
two

equations and look for points of intersection. We see that
sometimes

we have exactly 2 points of intersection. This occurs, for
example, if

c = 4. If c = 0, we get only one point, and if c < 0, we dont
get

any at all! However, if we point out that whenc = 0, the curves
are

actually tangent at the point of intersection, we can count that
as a

single point of multiplicity 2. Further, if we extend to k = C,
we see

that we get exactly 2 points of intersection for c < 0 as
well. More

generally, if we take lines of the formy = mx + b, we will get
either 2,
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1, or 0 points of intersection over R and the situation is as
before: If

there is one point of intersection, then the line is actually a
tangent

line. If there are no points of intersection, then we find two
when we

look inC. Its beginning to look as ifCf andCg will always
intersect

in exactly two points, at least if were willing to count
multiplicity

and extend to the algebraic closure.

But now replace ourg with the vertical line defined by g(x, y)
=

xc. Regardless of what value ofc we choose, there is only one
pointof intersection and the line is not tangent at that point.
Extending

to C doesnt help things at all. But somehow we feel that if we
count

correctly, there should be two points of intersection between
any lineand the curveCf, wheref(x, y) = y x2.

Heuristically, the idea is as follows: The curves x = c and y =
x2

intersect once at infinity as well. In general, a curve Cf
where

f(x, y) k[x, y] is called an affine curve. We want to look at
theprojective closureCf ofCf, which amounts to adding points at
in-finity. To do this, start by constructing the polynomial F(X, Y,
Z ) =

Zdf(X/Z, Y /Z)k[X, Y, Z ], whered = deg(f).For example, the
curve defined by the polynomial equation y2 =

x3 + x + 1 isCf, wheref(x, y) = y2 x3 x 1. ThenF(X, Y, Z ) =

Z3((Y/Z)2 (X/Z)3 (X/Z) 1) = Y2Z X3 XZ2 Z3. Noticethat every
monomial appearing in Fhas degree exactly 3 = deg(f),and that the
task of constructing F amounted to capitalizing and

adding enough Zs so that every term would have degree 3. The

polynomialFis called the homogenizationoff.

We now ask: How do the solutions (x0, y0) tof(x, y) = 0 and
the

solutions (X0, Y0, Z0) toF(X, Y, Z ) = 0 compare? Three
observations

are immediate:

f(x0, y0) = 0 F(x0, y0, 1) = 0 For any k, we have

F(X,Y,Z) = (Z)df(X/Z, Y/Z)

=d

F(X, Y, Z ),

so F(X0, Y0, Z0) = 0 F(X0, Y0, Z0) = 0 for all k.
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Since F is homogeneous, F(0, 0, 0) = 0.Because of the third
observation, we want to ignore the solution

(0, 0, 0) ofF= 0. Because of the second, we want to identify the
solu-

tions (X0, Y0, Z0) and (X0, Y0, Z0). This leads us to the
following

definition:

Definition 3.7. Let k be a field. The projective planeP2(k) is
de-

fined as

P2(k) := (k3 \ {(0, 0, 0)})/,where (X0, Y0, Z0)(X1, Y1, Z1) if
and only if there is some k

withX1 = X0, Y1 = Y0, and Z1 = Z0.

To remind ourselves that points ofP2(k) are equivalence
classes,

we write (X0 : Y0 : Z0) for the equivalence class of (X0, Y0,
Z0) in

P2(k).

Definition 3.8. Let k be a field, f(x, y) k[x, y] a polynomial
ofdegreed, and Cf the curve associated to f. Theprojective
closureof

the curveCf isCf :={(X0 : Y0 : Z0) P2 | F(X0, Y0, Z0) = 0},
whereF(X, Y, Z ) :=Zdf(X/Z, Y /Z) k [X, Y, Z ] is the
homogenizationoff.

By multiplying through by a unit, we can assume the
right-most

nonzero coordinate of a point ofP2

(k) is 1, so we haveP2(k) ={(X0 : Y0 : 1) | X0, Y0k}

{(X0 : 1 : 0) | X0k} {(1 : 0 : 0)}.

Any point (X0 : Y0 : Z0) with Z0 = 0 is called a point at
infinity.

Every other point is calledaffine.

Exercise 3.9. Suppose f(x, y) k[x, y] and F(X, Y, Z ) is the
ho-mogenization off. Show that f(x, y) = F(x,y, 1).

Exercise 3.10. Consider the projective plane P2(R).

a) Prove that in P2(R), there is a one-to-one correspondence
be-

tween points at infinity and lines through the origin in R2.

b) Given a line in R2 which does not pass through the origin,
which

point at infinity lies on the projective closure of that
line?
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Lets return now to our example and see what happens if we
con-

sider the intersection in P2. We havef(x, y) = yx2, soF(X, Y, Z
) =Y Z X2. Also, g(x, y) = x c, soG(X, Y, Z ) = X cZ. To find
ouraffine points of intersection, we set Z= 1 and find that Y X2 =
0and X=c. ThusY =c2 and our only affine point of intersection
is

(c: c2 : 1). Now look at points at infinity: F(X,Y, 0) =X2,
whichis 0 if and only ifX= 0, so we get the point (0 : 1 : 0) onCf.
SinceG(X,Y, 0) = X, this point is certainly onCg as well.
Therefore, wesee that if we look in P2, we get exactly two points
of intersection of

Cf and

Cg.

In fact, there is the following theorem:

Theorem 3.11. (Bezouts Theorem) Iff, gk[x, y] are polynomi-als
of degrees d and e respectively, then Cf and Cg intersect in at

mostde points. Further,Cf andCg intersect in exactlyde points
ofP2(k), when points are counted with multiplicity.

For example, Bezouts theorem says that any two curves de-

fined by quadratic polynomials intersect in exactly four points
when

counted appropriately. If we set f1(x, y) = yx2 and f2(x, y) =(y
2)2 (x + 2), then we can graph the curves Cf1 andCf2 to findexactly
four points of intersection in R2. However, if we replacef2

withf3 = y

2

(x + 2), thenCf1 andCf3 intersect in only two pointsin R2.
Allowing complex coordinates, we find the other two pointsof
intersection. On the other hand, even in complex coordinates,
the

curves Cf1 andCf4 , wheref4(x, y) = y + x2 2, intersect at only
two

points. If we homogenize, however, we see thatCf1 and Cf4
intersectat the point (0 : 1 : 0). By Bezouts Theorem, the curves
must inter-

sect with multiplicity 2 there. In other words, the curves are
tangent

at the point (0 : 1 : 0).

Exercise 3.12. Letf(x, y) =x3 +x2y 3xy2 3y3 + 2x2 x+ 5.Find all
(complex) points at infinity onCf, the projective closure ofCf.

Exercise 3.13. FindC(F7) whereCis the projective closure of
thecurve defined by the equation y2 =x3 + x + 1.
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Chapter 4

Nonsingularity and theGenus

4.1. Nonsingularity

For coding theory, one only wants to work with nice curves.
Since

weve already decided to restrict ourselves to plane curves, the
only

other restriction we will need is that our curves will be
nonsingular,

a notion which we will define below. As nonsingularity and
differen-

tiability are closely related, we must first figure out what it
means to

differentiate over an arbitrary field k .

Let k be a field and let f(x, y)

k[x, y] be a polynomial. If

k = R or C, we understand completely what the partial
derivative

fx of f with respect to x is. Ifk is a field of characteristic p
> 0

(see Definition B.1), the usual limit definition no longer makes
sense.

However, for f(x, y) Fq[x, y], we can define the formal partial
de-rivativefx(x, y)k [x, y] offwith respect to x by simply
declaringthat the familiar rules for differentiation are in fact
the definition.

For example, iff(x, y) = x2 +y3 +xy, then fx(x, y) = 2x+y
and

fy(x, y) = 3y2 +x over any field k. In particular, if k = F2,
then

fx(x, y) = y and fy(x, y) = y2 +x. On the other hand, ifk =
F3,

thenfx(x, y) = 2x + y andfy(x, y) = x.

23
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Definition 4.1. Let k be a field and f(x, y) k[x, y]. A
singularpointofCf is a point (x0, y0) kk such that f(x0, y0) = 0
andfx(x0, y0) = 0 and fy(x0, y0) = 0. The curve Cf is nonsingular
if it

has no singular points. IfF(X, Y, Z ) is the homogenization
off(x, y),

then (X0 : Y0 : Z0)P2(k) is a singular point ofCfif the point is
onthe curve and all partial derivatives vanish there, i.e., if

F(X0, Y0, Z0) = FX(X0, Y0, Z0)

=FY(X0, Y0, Z0)

=FZ(X0, Y0, Z0)= 0.

The curveCf isnonsingularif it has no singular points.Exercise
4.2. Let f(x, y) R[x, y] and suppose (0, 0) is a nonsin-gular point
on Cf. If fy(0, 0)= 0, show that the line y = mx,where m = fx(0,
0)/fy(0, 0), is the tangent line to Cf at (0, 0). If

fy(0, 0) = 0, show that the line x = 0 is the tangent line to Cf
at

(0, 0).

In general, ifPis a nonsingular point on Cf, then the line
through

Pwith slopefx(P)/fy(P) is the tangent line toCfatP. Iffy(P) =
0,

the tangent line is the vertical line through P. Exercise 4.2
proves

this (after a change of coordinates).

Exercise 4.3. If Definition 4.1 is to make sense, one would
expect

that ifCf is nonsingular then the only possible singular points
ofCfare at infinity. This is true, and follows from the definition
of the

homogenization offand the chain rule for partial derivatives.
Check

it for yourself.

Intuitively, a singular point is a point where the curve
doesnt

have a well-defined tangent line, or where it intersects itself.
Here are

four examples of curves (over R) with singularities:
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TACHNODE NODE CUSP TRIPLEPOINT

As an example, lets consider the curveCf, wheref(x, y) =x3+y2
+x4 +y4 over C. We havefx(x, y) =3x2 + 4x3 =x2(3 + 4x)and fy(x, y)
= 2y+ 4y

3 = 2y(1 + 4y2). In order for (x0, y0) to be

a singular point, we would need x0 = 0 or 3/4 and y0 = 0, 12 i,
or

1

2 i. A quick check shows that of the 6 possible pairs (x0, y0)
only(0, 0) is on the curve, so (0, 0) is the only affine
singularity. The

homogenization off isF(X, Y, Z ) =X3Z+ Y2Z2 + X4 + Y4, so
wehaveFX =3X2Z+4X3,FY = 2Y Z2+4Y3, andFZ=X3+2Y Z2.Since weve
already found all the affine singularities, we only need to

look at infinity, so we set Z= 0. Thus, in order for (X0 : Y0 :
0) to

be a singularity, we would need

X40 + Y40 =X

30 = 4Y

30 =X30 = 0.

The only way this can happen is ifX0 = Y0 = 0, but thats
impossible

inP2 sinceZ0 is already 0. Thus the only singular point on

Cfis the

point (0 : 0 : 1). Incidentally, the picture of the cusp above
is actually

Cf.

Exercise 4.4. The equations of the other three curves above
are

xy = x6 +y6, x2y + xy2 = x4 +y4, and x2 = y4 +x4. Which is

which?

Exercise 4.5. For each of the following polynomials, find all
the sin-

gular points of the corresponding projective plane curve over
C.

a) f(x, y) = y2 x3b) f(x, y) = 4x2y2 (x2 + y2)3c) f(x, y) = y2
x4 y4

You might want to sketch the affine portion (over R) of the
curves

of Exercise 4.5 using a computer algebra program. (The
pictures

above were generated using Mathematica.)
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Exercise 4.6. Show that a nonsingular plane curve is absolutely
ir-

reducible. In other words, iff(x, y)k[x, y] defines the
nonsingularplane curve Cf, and iff = gh for some g, h k[x, y] where
k is thealgebraic closure ofk , then either gk orhk.Exercise 4.7.
Let k be a field. For arbitrarya, b k , consider theprojective
plane curve defined by the polynomial F(X, Y, Z ) = X3 +

aXZ2 + bZ3 Y2Z.a) If the characteristic ofk is not 2, for which
values ofa, bis the

curve singular?

b) What happens ifk has characteristic 2?

4.2. Genus

Topologically, every nonsingular curve over C can be realized as
a

surface in R3. For example, an elliptic curve has an equation
of

the form y2 = f(x), where f(x) is a cubic polynomial in x with
no

repeated roots, and can be thought of as a torus (a donut) in
R3. In

general, every nonsingular curve can be realized as a torus with
some

number of holes, and that number of holes is called the
topological

genusof the curve. In particular, an elliptic curve has genus 1.
In

general, it turns out that iff(x, y) is a polynomial of degree d
such

that the curveCf is nonsingular, then the topological genus of
Cfis given by the formula g = (d 1)(d 2)/2. This formula is
calledthe Plucker formula. Of course, this discussion is not
rigorous. It is

intended only to motivate the following definition:

Definition 4.8. Let f(x, y) k[x, y] be a polynomial of degree
dsuch thatCfis nonsingular, then thegenusofCf(or ofCf) is definedto
be

g:=(d 1)(d 2)

2 .

In other words, we have defined the genus to be what the
Plucker

formula gives. Although the genus of a singular curve can also
be

defined, we choose not to do so here.

Exercise 4.9. For each of the following polynomials, check that
the

corresponding projective plane curve is nonsingular and then
find the

genus of the curve.
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a) f(x, y) = y2 p(x), where p(x)k [x] is of degree three withno
repeated roots, and the characteristic ofk is not 2.

b) f(x, y) = y2 +yp(x), where p(x) k[x] is of degree threewith
no repeated roots, and the characteristic ofk is 2.

c) f(x, y) = xq+1 + yq+1 1Fq2 [x], where qis a prime power.
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Chapter 5

Points, Functions, andDivisors on Curves

Definition 5.1. Let k be a field, and let Cbe the projective
plane

curve defined by F = 0, where F = F(X, Y, Z ) k[X, Y, Z ] is
ahomogeneous polynomial. For any fieldK containing k , we define
a

K-rational pointon Cto be a point (X0 : Y0 : Z0) P2(K) such
thatF(X0, Y0, Z0) = 0. The set of allK-rational points on C is
denoted

C(K). Elements of C(k) are called points of degree oneor
simply

rational points.

For example, ifCis defined by X2 + Y2 =Z2, then (3 : 4 : 5)
=

(3/5 : 4/5 : 1)C(Q)C(C), while (3 : 2i: 5) = (3/5 : 2i/5 :1) and
(3 :2i: 5) = (3/5 :2i/5 : 1) are in C(C) but not inC(Q).

Recall that complex solutions to equations over R must come
in

conjugate pairs. In other words, if (x, y) = (a + bi,c + di)
satisfies the

polynomial equation f(x, y) = 0 where f(x, y) R[x, y], then
(abi,c di) must also. This is essentially because complex
conjugationis an automorphism ofC which fixes R. We may think of
(a+bi,c+di)

and (a bi,c di) together of defining a single point ofCf, but
thatpoint is of degree two over R. Lets now make this idea precise
for

finite fields.

29
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Assume k = Fq is a finite field, and pick n 1. Recall
fromAppendix B that, up to isomorphism, there is a unique field K=
Fqn

with qn elements. Further, Fq Fqn and we have the
Frobeniusautomorphism q,n : Fqn Fqn given by q,n() = q. If C is
aprojective plane curve defined over Fq, we can let this map act on
the

setC(Fqn) by declaring

q,n((X0 : Y0 : Z0)) = (Xq0 :Y

q0 :Z

q0).

Similarly, ifCis affine and (x0, y0)C(Fq), we defineq,n((x0,
y0)) = (x

q0, y

q0).

Exercise 5.2. Recall that (X0 : Y0 : Z0) is actually an
equivalence

class of points in F3qn\{(0, 0, 0)}. Show that if (X0 : Y0 : Z0)
= (X1 :Y1 : Z1), then (X

q0 :Y

q0 :Z

q0) = (X

q1 :Y

q1 :Z

q1).

Exercise 5.3. Let f(x, y) Fq[x, y] and suppose that x0, y0
Fqsatisfy the equation f(x0, y0) = 0. Show thatf(q,n(x0, y0)) = 0
as

well.

Definition 5.4. Let C be a nonsingular projective plane curve.
A

point of degree n on C over Fq is a set P ={P0, . . . , P n1} of
ndistinct points inC(Fqn) such thatPi =

iq,n(P0) fori = 1, . . . , n 1.

It is not hard to see that ifCand C

are curves defined over Fq bypolynomials of degrees d and e
respectively, then the de points of in-

tersection in P2(Fq) guaranteed by Bezouts theorem (Theorem
3.11)

cluster into points of varying degrees over Fq, with the sum of
those

degrees being de.

As an example of a curve with points of higher degree, let C0
be

the projective plane curve overF3corresponding to the affine
equation

y2 =x3 + 2x + 2.

Exercise 5.5. Check that C0 is nonsingular and show that it
has

genus 1.

By plugging in the values 0, 1, 2 forx, we see that there are no
F3

-

rational affine points onC. However, homogenizing gives the
equation

Y2Z = X3 + 2XZ2 + 2Z3 and we see that there is a unique
point

P := (0 : 1 : 0) at infinity. Thus C0(F3) ={P}.


	
8/9/2019 Codes and Curves

39/74

5. Points, Functions, and Divisors on Curves 31

Sincet2+1 is irreducible over F3, we can write F9 =
F3[t]/(t2+1).

Letting be the element of F9 corresponding to t, we have F9
=

{a + b | a, b F3}, where 2 =1 = 2. Some computations yieldC0(F9)
={(0 : : 1), (0 : 2: 1), (1 : : 1), (1 : 2: 1), (2 : : 1),

(2, 2: 1), P}.

The Frobenius3,2 : F9F9satisfies3,2() = 3 =2 = 2,so we see that
C0(F9) =Q1 Q2 Q3 {P}, where Q1 ={(0 : :1), (0 : 2 : 1)}, Q2 ={(1 :
: 1), (1 : 2 : 1)}, and Q3 ={(2 : :1), (2 : 2: 1)

}are the only three points of degree two on C0.

Similarly, writing F27 = F3[t]/(t3 + 2t+ 2) and letting be
the

element ofF27corresponding to t, we have F27 ={a+b+c2 | a,b,cF3}
and 3 =2 2= 1 + . Thus, we have

C0(F27) ={(: 0 : 1), (1 + : 0 : 1), (2 + : 0 : 1), (2: 1 : 1),(2
+ 2: 1 : 1), (1 + 2: 1 : 1), (2: 2 : 1),

(2 + 2: 2 : 1), (1 + 2: 2 : 1), (22 : 1 + 2 : 1),

(2 + + 22 : 2 + 2+ 2 : 1),

(2 + 2+ 22 : 2 + + 2 : 1), (22 : 2 + 22 : 1),

(2 + + 22 : 1 + + 22 : 1),

(2 + 2+ 22 : 1 + 2+ 22 : 1),(1 + 22 : 1 + 2 : 1), (+ 22 : 2 + 2+
2 : 1),

(2+ 22 : 2 + + 2 : 1), (1 + 22 : 2 + 22 : 1),

(+ 22 : 1 + + 22 : 1),

(2+ 22 : 1 + 2+ 22 : 1),

(2 + 22 : 1 + 2 : 1), (1 + + 22 : 2 + 2+ 2 : 1),

(1 + 2+ 22 : 2 + + 2 : 1), (2 + 22 : 2 + 22 : 1),

(1 + + 22 : 1 + + 22 : 1),

(1 + 2+ 22 : 1 + 2+ 22 : 1), P}

The Frobenius3,3 : F27F27 satisfies3,3() = 3 = 1 + , sowe see
that C0(F27) = R1 R2 R9 {P} where R1, . . . , R9are the nine points
of degree three on C0. For example, we could
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take R1 ={( : 0 : 1), 3,3(( : 0 : 1)), 23,3(( : 0 : 1))} ={( : 0
:1), (1 + : 0 : 1), (2 + : 0 : 1)}.Exercise 5.6. Let C be the
projective plane curve defined by the

equationYqZ+ Y Zq =Xq+1 over the field Fq2 , where q is a
power

of a prime. Cis called a Hermitian curve.

a) Show that Cis nonsingular and compute the genus ofC.

b) Setq= 2 and findC(F4).

c) For an arbitrary prime power q, show that there is a
unique

point at infinity on C.

d) Again for an arbitrary prime power q, prove that #C(Fq2)
=

q3 + 1.

We remarked earlier that ifC and C are two projective plane

curves over Fq defined by polynomials of degrees d and e
respectively,

then the set of points over Fq in which they intersect will
cluster into

pointsP1, P2, . . . , P of varying degrees over Fq, where a
point is listed

more than once if the intersection of the two curves is with
multiplicity

greater than one there. Further, we havede = r1+ r2+ +r, whereri
is the degree of the point Pi over Fq. To express this, we
might

writeC C =P1+ + P and call CC theintersection divisor

ofCandC

. With this motivation, we make the following
definition:Definition 5.7. Let Cbe a curve defined over Fq. A
divisorD on

C over Fq is an element of the free abelian group on the set of
points

(of arbitrary degree) onCover Fq. Thus, every divisor is of the
form

D =

nQQ, where the nQ are integers and each Q is a point (of

arbitrary degree) on C. IfnQ 0 for all Q, we call D
effectiveandwriteD0. We define thedegreeof the divisor D = nQQ to
bedeg D=

nQdeg Q. Finally, the supportof the divisor D =

nQQ

is suppD={Q | nQ= 0}.

Note that the support of D is always a finite set and that
the

intersection divisorC

C introduced above is an effective divisor of

degreede.

Lets now return to our example where C0 is the projective
plane

curve defined over F3 corresponding to the affine equation y2
=x3 +
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2x+ 2. If we setD = 5P 2Q3+ 7R1, then D is a divisor on C0over
F3 of degree 5(1) 2(2) + 7(3) = 22 with support{P, Q3, R1}.Note
that (0 : : 1) + ( : 0 : 1) is nota divisor on C0 over F3 since

(0 : : 1) and (: 0 : 1) are not points on C0 over F3.

Definition 5.8. LetF(X, Y, Z ) be the polynomial which defines
the

nonsingular projective plane curve Cover the field Fq. The field
of

rational functions onC is

Fq(C) :=

g(X, Y, Z )

h(X, Y, Z )

g, h Fq[X, Y, Z ]are homogeneous

of the same degree

{0}

/

whereg/hg /h if and only ifgh gh F Fq[X, Y, Z ].Exercise 5.9.
Show that Fq(C) is indeed a field and that it contains

Fq as a subfield.

Returning again to our example of the curve C0 defined over
F3,

we haveF(X, Y, Z ) = Y2Z X3 2XZ2 2Z3. We see thatX2/Z2and (Y2 +
XZ+ Z2)/XZare the same element ofF3(C0) since

(X2)(XZ) (Z2)(Y2 + XZ+ Z2) = 2Z(Y2Z X3 2XZ2 2Z3)in F3[X, Y, Z
].

Let us now return to our general discussion. LetCbe a
projective

plane curve defined over Fq, and let f :=g/hFq(C). By
Bezoutstheorem (Theorem 3.11), we have that the curves defined by g
= 0

and h= 0 each intersect C in exactly de points ofP2(k), where d
is

the degree of the polynomial defining Cande = deg g= deg h.

Definition 5.10. Let C be a curve defined over Fq and let f
:=

g/h Fq(C). The divisor of f is defined to be div(f) :=

PQ, where

P is the intersection divisor C Cg and

Q is the

intersection divisorC Ch.

Let f = g/h be a rational function on C. Then intuitively,
the

points where Cand the curve defined by g intersect are the
zeros

of f and the points where Cand the curve defined by h
intersect

are the poles of f, so we think of div(f) as being the zeros of
f

minus the poles off. Since deg(C Cg) = deg(C Ch) = de, wehave
deg div(f) = 0. Intuitively, f has the same number of zeros
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as poles. Note that ifP appears in both C Cg and C Ch, thensome
cancellation will occur. In particular, P is only considered to

be a zero (resp., pole) offif after the cancellation, P still
appears in

div(f) with positive (resp., negative) coefficient. Notice also
that the

divisor of a constant function f FqFq(C) is just 0.Since
rational functions are actually equivalence classes, we need

to be sure that our definition of div(f) is independent of the
choice

of representative for the equivalence class off. It is, but the
proof

is messy. Instead, well just illustrate this in our example. On
our

curve C0 over F3 defined by Y2Z X3 2XZ2 2Z3 = 0, we need

to compute the intersection divisor ofC0 with the curves defined
byeach of the following equations: X2 = 0, Z2 = 0, Y2 + Z2 + XZ=
0,

and XZ= 0. Any point (X0 : Y0 : Z0) of intersection between
the

lineX= 0 and the curve C0 must satisfy X0 = 0 and Z0(Y20
2Z20).

Writing F9 = F3[t]/(t2 + 1) and letting denote the element
ofF9corresponding to t, we have that 2 =1 = 2, so the
polynomial(Y20 2Z0)2 factors as (YZ)(Y+ Z). This means that our
point(X0 : Y0 : Z0) must satisfy X0 = 0 and one of the following
three

conditions: Z0 = 0, Y0 = Z0, or Y0 = 2Z0. Thus our three
points

of intersection in P2(F9) are P, (0 : : 1) and (0 : 2 : 1).
Since

{(0 : : 1), (0 : 2: 1)}is our pointQ1 from before, we have that
theintersection divisor of the lineX= 0 with C0 is P + Q1.
Therefore,

the intersection divisor of the double line X2 = 0 and the
curveC0 is 2P+ 2Q1. Notice that this divisor does indeed have
degree

6 = 2 3.Exercise 5.11. Show that the intersection divisor of C0
with the

curve defined by Z2 = 0 is 6P. Show that the intersection
divisor

ofC0 with the curve defined by X Z= 0 is 4P+ Q1.

The intersection ofC0with the curve defined byY2+Z2+XZ= 0

is a little trickier to compute since this latter curve is not
just the

union of two lines. However, the only point at infinity on the
latter

curve is (1 : 0 : 0) and the only point at infinity on C0 is P =
(0 :

1 : 0), so the two curves do not intersect at infinity. Thus we
may

assumeZ= 0, divide through by Z2, and set x = X/Z, y = Y /Z
toget the affine portion ofC0 defined by y

2 x3 2x 2 = 0 and theother curve defined by y2 + 1 + x= 0. We
still dont have a product
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of two lines, but we can writex =(1+ y2) from the second
equationand substitute that in. We have 0 = y2 + ( 1 + y2)3 + 2(1+
y2) + 2 =

y6 +1 = (y2 + 1)3 = (y )3(y + )3. Thus these two curves
intersectwith multiplicity 3 at Q1, so the intersection divisor is
3Q1.

Putting the results of the last two paragraphs and the exercise
in

between them together, we have div(X2/Z2) = (2P+2Q1)6P=2Q1 4P
and div((Y2 +XZ+ Z2)/XZ) = 3Q1 (4P+ Q1) =2Q1 4P, so the two
divisors do indeed agree.

Now that we know what divisors, rational functions, and
divisors

of rational functions are, we are ready for our next
definition.

Definition 5.12. Let D be a divisor on the nonsingular
projective

plane curve Cdefined over the field Fq. Then the space of
rational

functions associated toD is

L(D) :={f Fq(C) | div(f) + D0} {0}.

A few comments are in order. First, its easy to see that L(D) is
a

vector space overFq. In fact, its finite dimensional, but this
is harder.

By collecting positive and negative coefficients appearing in
the divi-

sorD, we can writeD = DposDneg, whereDposand Dnegare effec-tive
divisors. Also, we can write div(f) as a difference of two
effective

divisors by saying div(f) = (zeros off)

(poles off) . Therefore,

we have div(f)+D= (Dpos (poles off) )+( (zeros off)
Dneg).Intuitively, then, f Fq(C) is in L(D) if and only iffhas
enoughzeros and not too many poles.

Exercise 5.13. LetD be a divisor on a nonsingular projective
plane

curve Cdefined over the field Fq.

a) Show that if deg D0 then L(D) ={0}.b) Show that FqL(D) if and
only ifD0.

We close this chapter with a statement of the important
theorem

of Riemann and Roch:

Theorem 5.14. (Riemann-Roch Theorem) LetC be a nonsingular

projective plane curve of genusg defined over the fieldFq and
letD

be a divisor on X. Then dim L(D) deg D + 1g. Further, if
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deg D >2g 2, thendim L(D) = deg D+ 1 g.

Let us return one final time to our ongoing example. We have
the

curve C0 defined over F3 by the equation Y2Z X3 2XZ2 2Z3.

Recall thatQ1 is the point{(0 : : 1), (0 : 2: 1)}of degree 2
onC0,where2 + 1 = 0. We can put the results above together to see
that

the divisor of the rational function X/ZonC0 is Q1 2P.
Further,it is easy to check that the divisor of the rational
function Y /Z is

R13P, whereR1 is the point{(: 0 : 1), (1 + : 0 : 1), (2 + : 0
:1)} of degree three on C0 with F27 satisfying

3

= 1 + . Thus,for anyi, j0, we have div(XiYj/Zi+j) = iQ1 +jR1 (2i
+ 3j)P.

Now let r be a positive integer and set D = rP. Using the

Riemann-Roch Theorem and Exercise 5.5, we know that dim L(D)
=

deg(D) + 1 g = r + 1 1 = r. When r = 1, we have Fq = L(D)by
Exercise 5.13, so{1} is a basis for L(D). Whenr = 2, we haveX/ZL(D)
by the previous paragraph, and since {1,X/Z} is clearlylinearly
independent, it must be a basis forL(D). Whenr = 3, we see

that div(Y /Z)+D= R13P+3P = R10 and so {1, X/Z, Y/Z}is a basis
for L(D).

Exercise 5.15. LetC1 be the projective elliptic curve defined by
the

equationY2

Z+ Y Z2

=X3

+ XZ2

+ Z3

over F2.a) Check thatC1 is nonsingular and has genus 1.

b) Find all points of degree 1, 2, 3, and 4 on C1 over F2.

c) Find div(f) for each of the following rational functions on
C1:

1, X/Z, Y /Z, X2/Z2, XY/Z2.

d) Letting P denote the unique point at infinity on C1, Find
a

basis for L(rP) forr = 0, 1, 2, 3, 4, 5.

e) Find div(XiYj/Zi+j), wherei and j are arbitrary
nonnegative

integers.

f) For an arbitrary nonnegative integerr, find a basis
forL(rP).
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Algebraic GeometryCodes

In this chapter we put our understanding of codes together with
our

understanding of algebraic geometry to describe Goppas
construction

of algebraic geometric codes. To avoid confusion, the letter
Cwill be

reserved in this chapter to refer to codes, while the letter X
will be

used for curves. Also, we will be always be working over the
finite

field Fq, so the symbol k can unambiguously be used to denote
a

positive integer (the dimension of a code) as in the earlier
chapters

on coding theory.

Recall the definition of the Reed-Solomon Codes (Definition
1.8):We let Lk1 be the set of polynomials f Fq[x] of degree at
mostk 1 (plus the zero polynomial). Then Lk1 is a vector space
ofdimensionk over Fq. If the q1 elements ofFq are 1, . . . ,
q1,then the Reed-Solomon code RS(k, q) is defined to be

RS(k, q) :={(f(1), . . . , f (q1)) | fLk1}.

Recall that the projective plane was defined as

P2(Fq) = (F3q\ {(0, 0, 0)})/,

where (X0, Y0, Z0)(X1, Y1, Z1) if and only if there is some
k

with X1 = X0, Y1 = Y0, and Z1 = Z0. In the same spirit,
wehave:

37
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Definition 6.1. Theprojective lineP1(Fq) is defined to be

(F2q\ {(0, 0)})/,where (X0, Y0) (X1, Y1) if and only if there is
some Fq withX1 = X0 andY1 = Y0.

Writing (X0 :Y0) for the equivalence class of the point (X0,
Y0),

we have that

P1(Fq) ={(: 1) | Fq} {(1 : 0)}We may think ofP

1as the line defined by the equation Z= 0 in P2.

It is a curve of genus 0.

Exercise 6.2. WritingP for the point (1 : 0), set D = (k
1)P.Show thatL(D) = Lk1(where we identify a polynomialf(x) Fq[x]of
degree d with its homogenization Ydf(X/Y) Fq[X, Y]).

If we set Pi = (i : 1) (using the numbering of the elements

of Fq as above), we have the following alternate description of
the

Reed-Solomon code:

RS(k, q) ={(f(P1), . . . , f (Pn)) | fL((k 1)P)}

Goppas idea [Go] was to generalize this. Let Xbe a
projective,

nonsingular plane curve over Fq, and let D be a divisor on X.
Let

P ={P1, . . . , P n} X(Fq) be a set ofn distinct Fq-rational
pointson X. If we assume thatP suppD =, then no Pi can be a poleof
any f L(D), and, in fact, f(Pi)Fq for any f L(D) and anyPi
P.Definition 6.3. Let X,P, and D be as above. Then the
algebraicgeometric codeassociated toX,P, andD is

C(X, P, D) :={(f(P1), . . . , f (Pn)) | fL(D)} Fnq .

In other words, the algebraic geometric code C(X, P, D) is
theimage of theevaluation map

: L(D)Fnqf(f(P1), . . . , f (Pn))


	
8/9/2019 Codes and Curves

47/74

6. Algebraic Geometry Codes 39

Since L(D) is a vector space over Fq and the evaluation map

is a linear transformation, we see that C(X, P, D) is a linear
code.Further, its length is obviously n = #P. What about the
dimension?Clearly, its at most dim L(D), and its exactly dim L(D)
if and only

if is one-to-one. This is true if and only if the kernel of is
trivial

(Exercise A.23). So suppose(f) = 0. Then f(P1) = = f(Pn) =0, so
the coefficient of each Pi in the divisor div(f) is at least 1.
Since

noPiis in suppD, we have that div(f) + DP1 Pn0, whichmeans that
f L(D P1 Pn). If we add a hypothesis thatdeg D < n, then the
divisor D P1 Pn has negative degree, soits associated space of
rational functions is{0}by Exercise 5.13. Thismeans f= 0, so dim C=
dim L(D). In fact, we have the following

theorem:

Theorem 6.4. Let X be a nonsingular, projective plane curve
of

genus g, defined over the field Fq. LetP X(Fq) be a set of
ndistinct Fq-rational points on X, and let D be a divisor on X
sat-

isfying 2g 2 < deg D < n. Then the algebraic geometric
codeC:= C(X, P, D)is linear of lengthn, dimensionk := deg D + 1
g,and minimum distanced, wheredn deg D.

Proof. Weve already shown thatC is linear of lengthn and
dimen-

sion dim L(D), since deg D < n. That dim L(D) = deg D+ 1 g
isexactly the statement of the Riemann-Roch Theorem, since deg D
>

2g2. To get the lower bound on the minimum distance of C,we use
an argument similar to the one we used to compute k. Let

(f) = (f(P1), . . . , f (Pn)) Cbe a codeword of minimum
nonzeroweightd. Then exactly d coordinates of(f) are nonzero, so
without

loss of generality, we may assume f(Pd+1) = = f(Pn) = 0.
Asbefore, this means that the divisor div(f) + D Pd+1 Pn
iseffective, and by Exercise 5.13, the divisor D Pd+1 Pn musthave
nonnegative degree. In other words, we have deg D(nd)0,or dn deg D
as desired.

Let C = C(X,P

, D) be an algebraic geometric code and let

f1, f2, . . . , f k be a basis for the vector space L(D) over
Fq. Under

the conditions of the theorem, we know that dim C = k, and so
we

know that (f1), (f2), . . . , (fk) is a basis for C. This means
that
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the matrix f1(P1) f1(P2) . . . f 1(Pn)

f2(P1) f2(P2) . . . f 2(Pn)...

... . . .

...

fk(P1) fk(P2) . . . f k(Pn)

is a generator matrix for C.

Exercise 6.5. Let E be the projective plane curve defined by
the

equationY2Z+ Y Z2 =X3 + XZ2 + Z3 over the fieldF2. (This is
the

same curve we studied in Exercise 5.15.) LetP=E(F8) \ {P}.
Let

Cbe the algebraic geometric code C = C(E, P, 5P), defined
overF8.a) What do the theoretical results say about the parameters
ofC?

b) Find a generator matrix for C.

c) Determine the exact parameters ofC.

Exercise 6.6. Recall that an MDS code is a code which meets
the

Singleton Bound (Theorem 2.1). Show that every algebraic
geometric

code defined from the projective line is MDS.

Exercise 6.7. (adapted from [S]) Let = (1, . . . , n), where
the

i are distinct elements ofFq, let v = (v1, . . . , vn) where the
vi are

nonzero (not necessarily distinct) elements ofFq, and letk be a
fixedinteger, 1kn. The Generalized Reed-Solomon codeis defined
tobe

GRSk(, v) :={v1f(1), . . . , vnf(n) | fLk1}.Here, as before, Lk1
denotes the k-dimensional Fq-vector space of

polynomials over Fq of degree at most k 1.a) Find values for and
v so that GRSk(, v) = RS(k, q).

b) Show that there is a polynomial u = u(z) Fq[z] satisfyingu(i)
= vi fori = 1, . . . , n.

c) Find div(u).

d) Show that there is a set

P P1(Fq) and a divisorD on P1such

thatGRSk(, v) = C(P1, P, D).
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Good Codes fromAlgebraic Geometry

Now that we understand Goppas construction of algebraic
geomet-

ric codes, lets investigate the result of Tsfasman, Vladut, and
Zink.

Recall that in 1982, just after Goppa ([Go]) announced his
construc-

tion in 1977, Tsfasman, Vladut, and Zink ([TVZ]) proved that
there

was a sequence of algebraic geometric codes which had
parameters

which were better than those guaranteed by the Asymptotic
Gilbert-

Varshamov Bound (Theorem 2.9).

We begin by exploring the asymptotic parameters of algebraic

geometric codes. Let C = C(X, P, D) be an algebraic
geometriccode, where X is a curve of genus g defined over Fq,P is a
set ofFq-rational points on X of size n := #P, and D is a divisor
on Xsatisfying 2g 2< deg D < n. Theorem 6.4 tells us that Cis
a linearcode of lengthn, dimensionk, and minimum distance dn deg
D.Thus the information rate R ofC is k/n = (deg D+ 1g)/n andthe
relative minimum distance ofC is d/n(n deg D)/n. Oneway of thinking
about the fact that we want both R and large while

acknowledging that there is a trade-off between these values is
to say

that we want R + large. In our situation, we have

R+ deg D+ 1

g

n +

n

deg D

n =

n + 1

g

n = 1 + 1/n g/n.

41
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For long codes, we consider the limit as n gets large. This
means we

consider a sequence of algebraic geometric codes of increasing
length.

To construct these codes, we need a sequence of curves Xi of
genus

gi, a set ofni rational points on Xi, and a chosen divisor Di on
Xi.

Then, we obtain

limn

(R+ )1 limi

gi/ni.

Since we wantR + to be big, we want limn(g/n) to be small,

or equivalently, we want limn(n/g) to be as large as
possible.

Remembering that n #X(Fq) for a curve X of genus g, we
areprompted to make the following definitions:

Definition 7.1. Letqbe a prime power. Then for any
nonnegative

integer g , we define

Nq(g) := max{#X(Fq) | X is a curve over Fq of genus g}and

A(q) := limsupg

Nq(g)/g.

Our question is now: What is the value of A(q)? Lets make

sure we understand the relevance of this question. Suppose we
have a

sequence of curvesXidefined over Fqsatisfying limiNi/gi =
A(q),

where gi is the genus of Xi and Ni = #Xi(Fq). For each i,
pickQiXi(Fq), and setPi = X(Fq) \ {Qi}. Also pick positive
integers

ri with 2gi 2 < ri < Ni 1 =Pi. Then the algebraic
geometriccodeCi= C(X, Pi, riQi) has lengthNi1, dimensionri+ 1gi,
andminimum distance at least Ni 1 ri. IfRi is the information
rateofCi andi is the relative minimum distance ofCi, then we
have

Ri+ i1 + 1/(Ni 1) gi/(Ni 1).SettingR := limiRi and:= limi i, we
have

R+ 1 1/A(q)Thus, recalling the definition

q() := limsupn

1

nlogqAq(n,n),

we have proven that q() + 11/A(q). Since the equationR=+11/A(q)
defines a line of negative slope, it will intersect the
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Gilbert-Varshamov curve (the graph ofR = 1 Hq()) in either 0,
1,or 2 points. If it intersects in two points, then we have an
improvement

on the Gilbert-Varshamov bound in the interval between those
two

points.

Thus, we are back to the question of the value of A(q). Non-

asymptotically, the question is: How many rational points can a
curve

of genus g have? To get a feel for things, lets investigate this
first.

If we restrict ourselves to plane curves, as weve done in this
course,

then the number of rational points is clearly bounded by #P2(Fq)
=

q2 + q+ 1. However, not every curve is a plane curve, and we can
get

curves with many more rational points by removing this
restriction.In this more general setting, the fundamental result in
the area is:

Theorem 7.2. (Hasse-Weil) LetXbe a nonsingular projective
curve

of genusg over the fieldFq and setN= #X(Fq). Then

|N (q+ 1)| 2gq.

A curve with exactly q+ 1 + 2g

qrational points is calledmaxi-

mal. Clearly, maximal curves can only exist over fields with
cardinal-

ity a perfect square, and ifqis not a perfect square, we can
certainly

replace the right-hand side of the above inequality with 2gq.
Withwork, we can do a little better:

Theorem 7.3. (Serre) In the situation of Theorem 7.2, one
has

|N (q+ 1)| g2q.Exercise 7.4. Show that the Hermitian curve
(Exercise 5.6) is max-

imal, and compute the theoretical parameters ofC(X, P, D)
whereP=X(Fq2) \ {P} and D = rP for appropriate values ofr .

Unfortunately, the improvement of Theorem 7.3 isnt enough to

guarantee that curves meeting the bound exist. In fact, it can
be

shown that the bound of Theorem 7.3 cannot be met ifg
>(qq)/2.Better bounds do exist for curves of large genus, but
theyre quite

messy.

Finally, lets return to the asymptotic question of the value
of

A(q). There is the following upper bound on A(q):
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Theorem 7.5. (Drinfeld-Vladut, [VD]) For any prime powerq,
we

haveA(q)q 1.

On the other hand, the following result is due to Tsfasman,

Vladut, and Zink in the cases m = 1 and m = 2, and to Ihara
in

general:

Theorem 7.6. ([I], [TVZ]) Let q = p2m be an even power of
the

primep. Then there is a sequence of curvesXi defined overFq
having

genusgi andNi rational points such that

limi

Ni/gi =

q

1.

The curves Xi are modularand a study of them is beyond the

scope of this course. However, putting everything together, we
have

that A(q) =

q 1 when qis a perfect square, giving the followingtheorem:

Theorem 7.7. (Tsfasman-Vladut-Zink Bound [TVZ]) Let q be a

perfect square. Then

q() + 1 1(

q 1) .

By doing a little computation, its not difficult to see that
the

Tsfasman-Vladut-Zink line R =+ 1 1/(q 1) and
theGilbert-Varshamov curveR= 1Hq() will intersect in exactly
twopoints wheneverq49. Therefore, for all perfect squares q49,
theTsfasman-Vladut-Zink Bound gives an improvement on the
Gilbert-

Varshamov bound for the possible asymptotic parameters of
codes

over the field Fq.

Exercise 7.8. For each of the following values of q, draw a
care-

ful plot of the asymptotic Plotkin bound, the asymptotic
Gilbert-

Varshamov bound, and the Tsfasman-Vladut-Zink bound on a
single

set of axes: q= 25, q= 49, and q= 64.


	
8/9/2019 Codes and Curves

53/74

Appendix A

Abstract AlgebraReview

Throughout the course, we need some concepts which you have
prob-

ably already seen in abstract algebra. The purpose of this
appendix

is to review those concepts. It is not intended to serve as a
first in-

troduction to abstract algebra, and the reader who has not seen
this

material before is referred to any of the several good
undergraduate

abstract algebra texts, for example [Ga].

A.1. Groups

Definition A.1. A group is a set G equipped with one
operation,

usually denoted by (or concatenation). Although this
operationtakes on different meanings in different groups (addition,
multiplica-

tion, composition of functions, etc.), it is usually called
multiplication

in the general case. Every group must satisfy the following
properties:

Existence of Identity: There is an elementeG G such thateGa= a =
aeG for all aG.

Associativity: For all a,b,cG, we have (ab)c= a(bc).

Existence of Inverses: For eacha

G, there is an elementb

G

such that ab = eG= ba.

45
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A few comments: First notice that multiplication need not be

commutative. In fact, a group G is called abelian if ab = ba
for

all a, b G. Also, its not hard to show that the identity of G
isunique, which is why we can unambiguously call it eG.
Similarly,

the inverse of each element ofG is unique, so we denote the
inverse

ofx G as x1. Some examples of groups are: Z under addition,Q\
{0} under multiplication, GLn(Q) (the set of invertible nnmatrices
with entries in Q) under matrix multiplication, SA (all the

one-to-one and onto functions from a set A to itself) under
function

composition.

A subgroup H of a group G is a subset of G which is a groupunder
the same operation as G. A subgroup H is called normal if

whenever x G and h Hwe have xhx1 H. A cyclic group isa group
Cwhich has an element a such that C ={ak | k Z}. Inthis case we
write C =a. The orderof a group is the number ofelements it has. It
is not difficult to show that, up to isomorphism,

(see Definition A.21 below) there is only one cyclic group of
order n

for each positive integer n. We will use Cn to denote this
group.

Well need one theorem from finite group theory in Appendix
B:

Theorem A.2. (Fundamental Theorem of Finite Abelian Groups)

Let G be a finite abelian group. Then G can be written as a
direct

sum of cyclic groups. In fact, there are two canonical ways of
doingthis:

There are primes p1, . . . , pk and positive integers n1, . . .
, nksuch that

G=Cpn11

Cpnkk

There are integersr1, . . . , rt withri+1 dividingri for all i
andsuch that

G=Cr1 Crt

A.2. Rings, Fields, Ideals, and Factor Rings

Definition A.3. A ring is a set R equipped with two
operations,

usually denoted by + and(or concatenation). As with the
operationin a group, the meanings of these operations will vary
from ring to
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ring, but we tend to call + additionand multiplication in
general.Every ring must satisfy all of the following
properties:

Existence of Additive Identity: There is an element 0R suchthat
0 + a= a = a + 0 for all aR.

Existence of Additive Inverses: For each a R, there is anelement
bR such that a + b= 0 = b + a.

Commutativity of Addition: For all a, bR we have a+b =b + a.

Associativity of Addition: For all a,b,cRwe have (a+b)+c=a + (b
+ c)

Existence of Multiplicative Identity: There is an element 1Rsuch
that 1a= a = a1 for all aR.

Associativity of Multiplication: For all a,b,c R we have(ab)c=
a(bc).

Distributive Laws: For all a,b, cR we havea(b + c) = ab + acand
(a + b)c= ac + bc.

Again, note that the multiplication in R need not be
commuta-

tive. Ris an abelian group under addition, but multiplicative
inverses

need not exist. (An elementu of a ringR is called aunitofR if
there

is an element v

R such that uv = 1 = vu.) Also, its important

to be aware that sometimes authors dont insist that a
multiplicative

identity exists, but we will always say it does. Exercise A.4
below

shows that the additive and multiplicative identities are
unique; this

is what enables us to call them 0 and 1 without ambiguity.
Sim-

ilarly, Exercise A.5 below shows that both the additive inverse
and

the multiplicative inverse (if it exists) ofa are unique, so we
denote

these inverses bya and a1 respectively.Some familiar examples of
rings are: Z (the integers), Z/nZ(the

integers modulon), Q (the rationals), Q[x] (polynomials with
rational

coefficients), Mn(Q) (nn matrices with entries in Q). Note
thatMn(Q) is an example where multiplication is not
commutative.

Exercise A.4. LetR be a ring.

a) Suppose that a and b are elements ofR such that a+ x = x

andb + x= x for everyxR. Show that a = b.
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b) Suppose that c and d are elements ofR such that cx = x
and

dx= x for every xR. Show that c = d.Exercise A.5. LetR be a ring
and let aR.

a) Suppose that for some b, cR we have a +b= 0 =b+ a anda + c= 0
= c + a. Show thatb = c.

b) LetaR. Suppose that for someb, cR, we haveab= 1 = baandac = 1
= ca. Show that b = c.

Exercise A.6. Leti =1 and set Q[i] ={a + bi | a, bQ}. Show

that Q[i] is a ring under normal addition and multiplication of
com-

plex numbers. What is the 0? What is the 1? Is this ring

commutative? What are the units of this ring?

Definition A.7. Afieldis a ring which satisfies two additional
prop-

erties:

Commutativity of Multiplication: For all a, bR, ab = ba.
Existence of Multiplicative Inverses: For all aR \ {0} there

is abR \ {0}such that ab = 1 =ba.

Some familiar examples of fields are: Q, R (the reals), C
(the

complex numbers), Z/pZ (the integers modulo p, where p is
prime),

Q(x) (quotients of polynomials with rational coefficients).
There are

also the finite fields Fq where qis a power of a prime; well
look at

these more in Appendix B.

Exercise A.8. Show that Z/pZ is a field ifp is prime. Find 21
as

an element ofZ/5Z.

We will be working with rings of the form k[x], wherek is a
field,

quite a bit. One important fact about these polynomial rings is
that

the Division Algorithm holds: Ifa(x), b(x)k[x] withb(x)= 0,
thenthere are unique q(x), r(x) k [x] such that a(x) = b(x)q(x) +
r(x),where eitherr(x) = 0, or the degree of the polynomial r(x) is
strictly

smaller than the degree of the polynomial b(x).

Exercise A.9. Let k = Z/5Z, and set a(x) = 3x4 +x3 + 2x2 +
1k[x], b(x) = x2 + 4x+ 2 k[x]. Find q(x), r(x) k[x] such thata(x) =
b(x)q(x) + r(x).
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Definition A.10. An idealin a ring R is a nonempty subset
IRwhich satisfies the following properties:

Containment of additive identity: 0I Closure under addition: For
all a, bI, a + bI. Containment of additive inverses: For all aI,aI.
Absorption: IfaIandrR then arI andraI.

Note that sinceIR is assumed to be nonempty, the first
threeconditions above could be replaced by the following single
condition:

Subgroup under addition: For all a, bI, a bI.It should be
mentioned that what we have defined here is actually

what is called a two-sided ideal. Left ideals have only half the
absorp-

tion property: IfaI andrR then arI. Right ideals have theother
half. IfR is commutative, then theres no difference. For us,

just defining two-sided ideals will suffice because we will
henceforth

assume that

all rings we work with are commutative.

An idealIof a (commutative) ring R is calledprincipalif there
is

someaI such that I={ar | rR}. In this case we write I=aor
I=aR.

Two examples of principal ideals are: the even integers (as
an

ideal of the integers) and the set of all polynomials f(x)Q[x]
satis-fyingf(1) = 0 (this is (x 1)Q[x]). An example of an ideal
which isnot principal is x, y:={xf(x, y)+yg(x, y) | f, gQ[x, y]}
Q[x, y].Exercise A.11. LetIbe an ideal of the ringR. Show thatI=R
if

and only if some unit ofR is in I.

Exercise A.12. Letk be a field. What are the ideals ofk?

Exercise A.13. Let k be a field. Prove that every ideal of the
ring

k[x] is principal. Hint: Given an ideal Iofk[x], pickfIof
smallestpossible degree and then use the division algorithm.

If R is a ring with operations + and and I is an ideal of R,we
can define a new ring R/I called the factor ring ofR modulo I.
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To do this, we must say what the set R/Iis, and we must give
two

operations on that set which satisfy all the required
properties.

First, we must define cosets. Let r R. The coset of I in
Rcorresponding to r is r + I={r+ i | iI}. Now, as a set, we
defineR/Ito be the set of all cosets ofI inR:

R/I:={r+ I| rR}Exercise A.14. Show that for r, s R, either r + I
= s+ I or(r+ I) (s + I) =.

Well (temporarily) denote the addition on R/I by and
themultiplication byto avoid confusion. Then we define

(r+ I) (s + I) = (r+ s) + Iand

(r+ I) (s + I) = (rs) + I.The facts that these operations make
sense and that they turn R/I

into a ring require proof. The proof is tedious but not
difficult, so

well skip most of it. However, you should do the following
exercise:

Exercise A.15. Show that and are well-defined. That is, ifa +
I=b + I andc + I=d + I, show that (a + c) + I= (b + d) + Iandac +
I= bd + I.

Exercise A.15 shows that the operations and make sense.The
following exercise shows that the ringR/Iinherits its ideal
struc-

ture from the ring R.

Exercise A.16. LetR be a ring and Ian ideal ofR. Show that
the

ideals ofR/Iare in one-to-one correspondence with the ideals
ofR

which containI. In particular, show that every ideal ofR/Iis of
the

formJ/Ifor some ideal J ofR which contains I.

One example of a factor ring well be looking at is

Rn:= k[x]/ xn 1wherek is a field.
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Exercise A.17. Prove that elements ofRn are in one-to-one
corre-

spondence with polynomials over k of degree at most n1. Hint:Use
the Division Algorithm.

Because of Exercise A.17, we can think of the elements ofRn
as

actually being polynomials over k, as long as we always replace
xn

with 1 when doing computations.

Exercise A.18. Take k = Z/5Z and compute the following in
R4(using the correspondence of Exercise A.17):

a) (1 + 3x + 5x3) + (3 + 4x2 + 2x3)

b) (1 + 3x + 5x3)(3 + 4x2 + 2x3)

Exercise A.19. Let k be any field, n a positive integer, and
let

a0, . . . , an1k. Computex(a0+ a1x + + an1xn1) inRn.

A.3. Vector Spaces

Definition A.20. Let k be a field. A vector space V over k is
an

abelian group which admits a scalar multiplication by elements
of

k. If we let + denote the group operation and (or
concatenation)denote the scalar multiplication, then the following
properties must

be satisfied for anyv , w

V and any ,

k:

(v+ w) = v+ w ()v= (v) ( + )v= v+ v 1k v= v, where 1k is the
multiplicative identity ofk

Elements ofV are called vectors. Let V be a vector space
over

k and let Sbe a subset of V. We say S is linearly independent
if

whenever 1, . . . , nk and v1, . . . , vnSsatisfy1v1 + . . .
nvn=0, it must be true that 1 = = n = 0. We say S spans V iffor any
w V there exist 1, . . . , n k and v1, . . . , vn S suchthat

1v1

+ . . . n

vn

= w. We say S is a basis for V ifS is linearly

independent and spans V. In this case, the number of elements
of

Sis called the dimensionofV. In general, there are several
linearly

independent subsets Swhich span the vector space V, but they
all
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have the same number of elements. In other words, the dimension
of

V is independent of the choice of basis.

A.4. Homomorphisms and Isomorphisms

Definition A.21. LetA andB be groups, rings, or vector spaces.
A

homomorphismfromA to B is a function : AB which preservesthe
operations in A and B . In particular,

IfA and B are groups, then for all x, yA, we have (xy) =(x)(y).
IfAandB are rings, for all x, yA, we have(xy) = (x)(y)and(x + y) =
(x) + (y).

IfA and B are vector spaces over the field k, then for allx,
yAand for allk, we have(x+y) = (x)+(y) and(x) =(x). (In this case,
is often called a linear transformation

rather than a homomorphism.)

A homomorphism is called an isomorphism if it is one-to-one
and

onto. If there is an isomorphism from A to B, we write A= B
andsay that A and B are isomorphic. If : AA is an isomorphism,we
call an automorphismofA.

Notice that in each equation in the above definition, the
opera-

tions on the left-hand-side of the equations are occurring in A
while

the operations on the right are occurring in B .

Definition A.22. Let A and B be groups, rings, or vector
spaces,

and let : AB be a homomorphism. The kernelof is defined tobe all
the elements ofA which get sent to the appropriate identity of

B. In particular,

IfA and B are groups, then ker :={aA | (a) = eB}. IfA and B are
rings, then ker :={aA | (a) = 0B}.

IfAandB are vector spaces, then ker :={aA | (a) = 0B}.Exercise
A.23. LetA and B be groups, rings, or vector spaces, and

let : AB
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