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            1 Connecting Automatic Generation Control and Economic Dispatch from an Optimization View Na Li, Changhong Zhao and Lijun Chen Abstract—Automatic generation control (AGC) regulates me- chanical power generation in response to load changes through local measurements. Its main objective is to maintain system frequency and keep energy balanced within each control area so as to maintain the scheduled net interchanges between control areas. The scheduled interchanges as well as some other factors of AGC are determined at a slower time scale by considering a centralized economic dispatch (ED) problem among different generators. However, how to make AGC more economically efﬁcient is less studied. In this paper, we study the connections between AGC and ED by reverse engineering AGC from an optimization view, and then we propose a distributed approach to slightly modify the conventional AGC to improve its economic efﬁciency by incorporating ED into the AGC automatically and dynamically. I. INTRODUCTION An interconnected electricity system can be described as a collection of subsystems, each of which is called a control area. Within each control area the mechanical power input to the synchronous generators is automatically regulated by au- tomatic generation control (AGC). AGC uses the local control signals, deviations in frequency and net power interchanges between the neighboring areas, to invoke appropriate valve actions of generators in response to load changes. The main objectives of the conventional AGC is to (i) maintain system nominal frequency, and (ii) let each area absorbs its own load changes so as to maintain the scheduled net interchanges between control areas [2], [3]. The scheduled interchanges between control areas, as well as the participation factors of each generator unit within each control area, are determined at a much slower time scale than the AGC by generating companies considering a centralized economic dispatch (ED) problem among different generators. Since the traditional loads (which are mainly passive) change slowly and are predictable with high accuracy, the conventional AGC does not incur much efﬁciency loss by fol- lowing the schedule made by the slower time scale ED after the load changes. However due to the proliferation of renewable energy resources as well as demand response in the future Some preliminary results of this work were originally presented in Americal Control Conference in 2014 [1]. N. Li is with the school of engineering and applied sciences, Harvard University, Cambridge, MA 02138, USA (Email: [email protected]). C. Zhao is with the Division of Engineering and Applied Sciences, California Institute of Technology, Pasadena, CA 91125, USA (Email: [email protected]). L. Chen is with the College of Engineering and Applied Sciences, Univer- sity of Colorado, Boulder, CO 80309, USA (Email: [email protected]). Acknowledgment: The authors would like to thank Dr. Steven Low in California Institute of Technology for the helpful and constructive discussions. power grid, the aggregate net loads, e.g., traditional passive loads plus electric vehicle loads minus renewable generations, can ﬂuctuate fast and by a large amount. Therefore the conven- tional AGC can become much less economically efﬁcient. We thus propose a novel modiﬁcation of the conventional AGC to automatically (i) maintain nominal frequency and (ii) reach optimal power dispatch between generator units among all the control areas while balancing supply and demand within the whole interconnected electricity system to achieve economic efﬁciency. We call this modiﬁed AGC the economic AGC. We further develop a hybrid of the conventional AGC and the economic AGC where the power interchanges among certain control areas are maintained at the nominal value but the power is dispatched optimally to different generator units within each control area. The purpose of this hybrid AGC is to prevent disturbance propagating between control areas which might lead to a system-wide blackout. Note that in the hybrid AGC we allow ﬂexibility of choosing where the power interchanges should be maintained. In order to keep the modiﬁcation minimal and also to keep the decentralized structure of AGC, we take a reverse and forward engineering approach to develop the economic AGC. 1 We ﬁrst reverse-engineer the conventional AGC by showing that the power system dynamics with the conventional AGC can be interpreted as a partial primal-dual gradient algorithm to solve a certain optimization problem. We then engineer the optimization problem to include general generation costs and general power ﬂow balance (which will guarantee supply- demand balance within the whole interconnected electricity system), and propose a distributed generation control scheme that is integrated into the AGC. The engineered optimization problem shares the same optima as the ED problem, and thus the resulting distributed control scheme incorporates ED into AGC automatically. Combined with [4] on distributed load control, this work lends the promise to develop a modeling framework and solution approach for systematic design of distributed, low-complexity generation and load control to achieve system-wide efﬁciency and robustness. A. Literature Review There has been a large amount of work on AGC in the last few decades, including, e.g., stability and optimum pa- rameter setting [5], optimal or adaptive controller design [6]– [8], decentralized control [9], [10], and multilevel or multi timescale control [11], [12]; see also [3] and the references 1 A similar approach has been used to design a decentralized optimal load control in our previous work [4]. 
        

        
    






				            

        

    









                
                    Connecting Automatic Generation Control and Economic ...spot.colorado.edu/~lich1539/papers/Chen-2015-EAGC.pdf · 1 Connecting Automatic Generation Control and Economic Dispatch from


                    
                                                Download PDF
                        
                        Report
                    

                    
                        	
								Upload

									trinhthien
								

							
	
                                View

                                    217
                                

                            
	
                                Download

                                    0
                                

                            


                    

                    
                    
                        
                        
                            
                                    
Facebook

                        

                        
                        
                            
                                    
Twitter

                        

                        
                        
                            
                                    
E-Mail

                        

                        
                        
                            
                                    
LinkedIn

                        

                        
                        
                            
                            
Pinterest

                        

                    


                    
                

                

                    
                    Embed Size (px)
                        344 x 292
429 x 357
514 x 422
599 x 487


                    

                    

                    
                                        Citation preview

                    Page 1
						

1
 Connecting Automatic Generation Control andEconomic Dispatch from an Optimization View
 Na Li, Changhong Zhao and Lijun Chen
 Abstract—Automatic generation control (AGC) regulates me-chanical power generation in response to load changes throughlocal measurements. Its main objective is to maintain systemfrequency and keep energy balanced within each control area soas to maintain the scheduled net interchanges between controlareas. The scheduled interchanges as well as some other factorsof AGC are determined at a slower time scale by consideringa centralized economic dispatch (ED) problem among differentgenerators. However, how to make AGC more economicallyefficient is less studied. In this paper, we study the connectionsbetween AGC and ED by reverse engineering AGC from anoptimization view, and then we propose a distributed approachto slightly modify the conventional AGC to improve its economicefficiency by incorporating ED into the AGC automatically anddynamically.
 I. INTRODUCTION
 An interconnected electricity system can be described as acollection of subsystems, each of which is called a controlarea. Within each control area the mechanical power input tothe synchronous generators is automatically regulated by au-tomatic generation control (AGC). AGC uses the local controlsignals, deviations in frequency and net power interchangesbetween the neighboring areas, to invoke appropriate valveactions of generators in response to load changes. The mainobjectives of the conventional AGC is to (i) maintain systemnominal frequency, and (ii) let each area absorbs its ownload changes so as to maintain the scheduled net interchangesbetween control areas [2], [3]. The scheduled interchangesbetween control areas, as well as the participation factors ofeach generator unit within each control area, are determinedat a much slower time scale than the AGC by generatingcompanies considering a centralized economic dispatch (ED)problem among different generators.
 Since the traditional loads (which are mainly passive)change slowly and are predictable with high accuracy, theconventional AGC does not incur much efficiency loss by fol-lowing the schedule made by the slower time scale ED after theload changes. However due to the proliferation of renewableenergy resources as well as demand response in the future
 Some preliminary results of this work were originally presented in AmericalControl Conference in 2014 [1].
 N. Li is with the school of engineering and applied sciences, HarvardUniversity, Cambridge, MA 02138, USA (Email: [email protected]).
 C. Zhao is with the Division of Engineering and Applied Sciences,California Institute of Technology, Pasadena, CA 91125, USA (Email:[email protected]).
 L. Chen is with the College of Engineering and Applied Sciences, Univer-sity of Colorado, Boulder, CO 80309, USA (Email: [email protected]).
 Acknowledgment: The authors would like to thank Dr. Steven Low inCalifornia Institute of Technology for the helpful and constructive discussions.
 power grid, the aggregate net loads, e.g., traditional passiveloads plus electric vehicle loads minus renewable generations,can fluctuate fast and by a large amount. Therefore the conven-tional AGC can become much less economically efficient. Wethus propose a novel modification of the conventional AGCto automatically (i) maintain nominal frequency and (ii) reachoptimal power dispatch between generator units among all thecontrol areas while balancing supply and demand within thewhole interconnected electricity system to achieve economicefficiency. We call this modified AGC the economic AGC.We further develop a hybrid of the conventional AGC and theeconomic AGC where the power interchanges among certaincontrol areas are maintained at the nominal value but the poweris dispatched optimally to different generator units within eachcontrol area. The purpose of this hybrid AGC is to preventdisturbance propagating between control areas which mightlead to a system-wide blackout. Note that in the hybrid AGCwe allow flexibility of choosing where the power interchangesshould be maintained.
 In order to keep the modification minimal and also to keepthe decentralized structure of AGC, we take a reverse andforward engineering approach to develop the economic AGC.1
 We first reverse-engineer the conventional AGC by showingthat the power system dynamics with the conventional AGCcan be interpreted as a partial primal-dual gradient algorithmto solve a certain optimization problem. We then engineerthe optimization problem to include general generation costsand general power flow balance (which will guarantee supply-demand balance within the whole interconnected electricitysystem), and propose a distributed generation control schemethat is integrated into the AGC. The engineered optimizationproblem shares the same optima as the ED problem, and thusthe resulting distributed control scheme incorporates ED intoAGC automatically. Combined with [4] on distributed loadcontrol, this work lends the promise to develop a modelingframework and solution approach for systematic design ofdistributed, low-complexity generation and load control toachieve system-wide efficiency and robustness.
 A. Literature Review
 There has been a large amount of work on AGC in thelast few decades, including, e.g., stability and optimum pa-rameter setting [5], optimal or adaptive controller design [6]–[8], decentralized control [9], [10], and multilevel or multitimescale control [11], [12]; see also [3] and the references
 1A similar approach has been used to design a decentralized optimal loadcontrol in our previous work [4].
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 therein for a thorough and up-to-date review on AGC. Mostof these work focuses on improving the control performanceof AGC, such as stability and transient dynamics, but noton improving the economic efficiency. References [13], [14]introduce approaches for AGC that also support an ED featurewhich operates at a slower time scale and interacts with AGCfrequency stabilization function. For instance, reference [14]brings in the notion of minimal regulation which reschedulesthe entire system generation and minimizes generation costwith respect to system-wide performance. Our work aims toimprove the economic efficiency of AGC in response to theload changes as well; the difference is that instead of usingdifferent hierarchical control to improve AGC, we incorporateED automatically and dynamically into AGC. Moreover, ourcontroller is a decentralized and closed-loop one, where eachcontrol area updates its generation based only on measure-ments of local physical variables that are easy to measureand information of local auxiliary variables that are easy tocompute and communicate with neighboring areas. This meansthat the controller does not need any information of the systemdisturbance which is the change of the net loads in this paper.
 Recently, there is a increasing interest to study frequencycontrol from the same perspective of this work, i.e., to bridgethe gap between different layers of hierarchical control, es-pecially the dynamical control and optimal dispatch. An in-complete list includes [15]–[23]. One main difference betweenour work and the others is that we focus on AGC and modelthe built-in control mechanisms explicitly, i.e., the turbine-governor control and ACE-based control. Our objective is notonly to design distributed algorithms to improve the economicefficiency of AGC, but also to keep the modification as minoras possible in order to facilitate the implementation of thenew control algorithms. The reverse and forward engineeringapproach adopted in this paper allows us to maximally takeinto account the existing system dynamics and built-in controlmechanisms. As a result, the economic (or hybrid) AGConly requires minor modifications that are implementable viaintroducing new local auxiliary variables which are easy tocompute.
 The paper is organized as follows. Section II introduces adynamic power network model with AGC, the ED problem,and the objective of the economic AGC. Section III reverse-engineers the conventional AGC, Section IV provides aneconomic AGC scheme based on the insight obtained by thereverse engineering, and Section V provide a hybrid of theconventional AGC and economic AGC. Lastly, Section VIsimulates and compares the convention AGC, the economicAGC, and the hybrid AGC.
 II. SYSTEM MODEL
 A. Dynamic network model with AGC
 Consider a power transmission network, denoted by a graph(N , E), with a set N = {1, · · · , n} of buses and a set E ⊂N ×N of transmission lines connecting the buses. Here eachbus may denote an aggregated bus or a control area. We makethe following assumptions:
 • The lines (i, j) ∈ E are lossless and characterized by theirreactance xij ;
 • The voltage magnitudes |Vi| of buses i ∈ N are con-stants;
 • Reactive power injections at the buses and reactive powerflows on the lines are ignored.
 We assume that (N , E) is connected and directed, with anarbitrary orientation such that if (i, j) ∈ E , then (j, i) /∈ E .We use i : i → j and k : j → k respectively to denote theset of buses i such that (i, j) ∈ E and the set of buses jsuch that (j, k) ∈ E . We study generation control when thereis a step change in net loads from their nominal (operating)points, which may result from a change in demand or innon-dispatchable renewable generation. To simplify notation,all the variables in this paper represent deviations from theirnominal (operating) values. Note that in practice those nominalvalues are usually determined by the last ED problem, whichwill be introduced later.
 Frequency Dynamics: For each bus j, let ωj denote thefrequency, PMj the mechanical power input, and PLj the totalload. For a link (i, j), let Pij denote the transmitted powerform bus i to bus j. The frequency dynamics at bus j is givenby the swing equation:
 ωj = − 1
 Mj
 Djωj − PMj + PLj +∑k:j→k
 Pjk −∑i:i→j
 Pij
 ,
 (1)where Mj is the generator inertia and Dj is the dampingconstant at bus j.
 Branch Flow Dynamics: Assume that the frequency deviationωj is small for each bus j ∈ N . Then the deviations Pij fromthe nominal branch flows follow the dynamics:
 Pij = Bij(ωi − ωj), (2)
 where
 Bij :=|Vi||Vj |xij
 cos(θ0i − θ0j )
 is a constant determined by the nominal bus voltages and theline reactance. Here θ0i is the nominal voltage phase angle ofbus i ∈ N . The detailed derivation is given in [4].
 Turbine-Governor Control: For each generator, we considera governor-turbine control model, where a speed governorsenses a speed deviation and/or a power change commandand converts it into appropriate valve action, and then aturbine converts the change in the valve position into thechange in mechanical power output. The governor-turbinecontrol is usually modeled as a two-state dynamic system.One state corresponds to the speed governor and the otherstate corresponds to the turbine. Since the time constant of thegovernor is much smaller than the turbine for most systems, wesimplify the governor-turbine control model from two statesto a single state PMj :
 PMj = − 1
 Tj
 (PMj − PCj +
 1
 Rjωj
 ), (3)
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 where PCj is the power change command and Tj and Rjare costant parameters. See [2] for a detailed introduction ofgovernor-turbine control.
 ACE-based control: In the conventional AGC, power changecommand PCj is adjusted automatically by the tie-line biascontrol which drives the area control errors (ACEs) to zero.For a bus j, the ACE is defined as:
 ACEj = Bjωj +∑k:j→k
 Pjk −∑i:i→j
 Pij .
 The adjustment of power change command is given as follows:
 PCj = −Kj
 Bjωj +∑k:j→k
 Pjk −∑i:i→j
 Pij
 , (4)
 where both Bj and Kj are positive constant parameters. Inthis paper, we also call this AGC the ACE-based AGC.
 In summary, the dynamic model with power control overa transmission network is given by equations (1)-(4). If thesystem is stable given certain load changes, then by simpleanalysis we can show that the ACE-based AGC drives thesystem to a new steady state where the load change in eachcontrol area is absorbed within each area, i.e., PMj = PLj forall j ∈ N , and the frequency is returned to the nominal value,i.e., ωj = 0 for all j ∈ N ; as shown in Proposition 1 in Sec-tion III. Notice that the ACE-based AGC has a decentralizedstructure, namely that it only uses local control signals, i.e.,deviations in frequency and the net power interchanges withthe neighboring buses.
 B. Economic dispatch (ED)
 Due to the proliferation of renewable energy resources suchas solar and wind in the future power grid, the aggregate netloads will fluctuate much faster and by large amounts. TheACE-based AGC that requires each control area to absorb itsown load changes may be economically inefficient. Therefore,we proposed to modify the ACE-based AGC to (i) maintain thenominal frequency and (ii) drive the mechanical power outputPMj , j ∈ N to the optimum of the following ED problem:
 min∑j∈N
 Cj(PMj ) (5a)
 s.t.∑j∈N
 PMj =∑j∈N
 PLj (5b)
 over PMj , j ∈ N
 where each generator at j incurs certain cost Cj(PMj ) whenits power generation is PMj .2 Equation (5b) imposes powerbalanced within the global system. The cost function Cj(·) isassumed to be continuous, differentiable and convex. In therest of this paper, we call this modified AGC as the economic
 2Because all the variables denote the deviations in this paper, it may benot straightforward to interpret this ED problem, e.g., its connection withthe slower timescale ED problem which is defined on the absolute value ofeach variable instead of the deviated value. In the appendix, we provide twointerpretations of the ED problem in (5).
 AGC and we will show how to reverse and forward engineerthe ACE-based AGC to design an economic AGC scheme.
 Remark In the conventional ACE-based AGC, if a controlarea j has multiple generator units, the generation changePCj in (4) is allocated by a central regulator (e.g., the ISO)to individual generator units via participation factors. Theparticipation factors are inversely proportional to the units’incremental cost of production which are determined by thelast ED performed. See [24] for detailed description. Thus ifthe net loads fluctuate fast and dramatically due to the largepenetration of renewable energy, this centralized allocationplan by using constant participation factors also becomeseconomically inefficient. The results developed in this papercan also be applied to improve the economic efficiency ofthe generation control for each unit within one area and theallocation is done in a distributed way as shown in Section Vof the hybrid AGC. In fact, a system operator can apply ourresults to the generation control at different levels of the powersystem, e.g., different control areas, different generators withinone area, etc, according to the practical requirements of thesystem. For the simplicity of illustration, at the beginning wedo not specify the level of the generation control that we study.We will focus on the abstract model in (1)-(4) and treat eachbus j as a generator bus.
 III. REVERSE ENGINEERING OF ACE-BASED AGC
 In this section, we reverse-engineer the dynamic model withthe ACE-based AGC (1)-(4). We show that the equilibriumpoints of (1)-(4) are the optima of a properly defined opti-mization problem and furthermore the dynamics (1)-(4) can beinterpreted as a partial primal-dual gradient algorithm to solvethis optimization problem. The reverse-engineering suggests away to modify the ACE-based AGC to incorporate ED intothe AGC scheme.
 We first characterize the equilibrium points of the powersystem dynamics with AGC (1)-(4). Let ω = {ωj , j ∈ N},PM = {PMj , j ∈ N}, PC = {PCj , j ∈ N}, and P ={Pi,j , (i, j) ∈ E}.
 Proposition 1. (ω, PM , PC , P ) is an equilibrium point of thesystem (1)-(4) if and only if ωj = 0, PCj = PMj = PLj , and∑i:i→j Pij =
 ∑k:j→k Pjk for all j ∈ N .
 Proof. At a fixed point,
 Pij = Bij(ωi − ωj) = 0.
 Therefore ωi = ωj for all i, j ∈ N , given that the transmissionnetwork is connected. Moreover,
 ACEj = Bjωj +∑k:j→k
 Pjk −∑i:i→j
 Pij = 0.
 Thus∑j∈N ACEj =
 ∑j∈N Bjωj = ωi
 ∑j∈N Bj = 0, so
 ωi = 0 for all i ∈ N . The rest of the proof is straightforward.We omit it due to space limit.
 Consider the following optimization problem:
 OGC-1
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 min∑j∈N
 Cj(PMj ) +
 ∑j∈N
 Dj
 2|ωj |2 (6a)
 s.t. PMj = PLj +Djωj +∑k:j→k
 Pjk −∑i:i→j
 Pij (6b)
 PMj = PLj (6c)
 over ωj , PMj , Pij , j ∈ N , (i, j) ∈ E ,
 where equation (6c) requires that each control area absorbs itsown load changes. The following result is straightforward.
 Lemma 2. (ω∗, PM∗, P ∗) is an optimum of OGC-1 if and
 only if ω∗j = 0, PMj∗
 = PLj , and∑k:j→k P
 ∗jk =
 ∑i:i→j P
 ∗ij
 for all j ∈ N .
 Proof. First, the constraints (6b,6c) imply that Djωj +∑k:j→k Pj,k −
 ∑i:i→j Pi,j = 0 for all j ∈ N . Then we can
 use contradiction to prove that ω∗i = ω∗j for all (i, j) ∈ E . Byfollowing similar arguments in Proposition 1, we can provethe statement in the lemma.
 Note that problem OGC-1 appears simple, as we can easilyidentify its optima if we know all the information on theobjective function and the constraints. However, in practicethese information is unknown. Moreover, even if we know anoptimum, we cannot just set the system to the optimum. Asthe power network is a physical system, we have to find a waythat respects the power system dynamics to steer the systemto the optimum. Though the cost function Cj(PMj ) does notplay any role in determining the optimum of OGC-1, it willbecome clear later that the choice of the cost function doeshave important implication to the algorithm design and thesystem dynamics.
 We now show that the dynamic system (1)-(4) is actually apartial primal-dual gradient algorithm for solving OGC-1 withCj(P
 Mj ) =
 βj2 (PMj )2 where βj > 0:
 Introducing Lagrangian multipliers λj and µj for the con-straints in OGC-1, we obtain the following Lagrangian func-tion:
 L =∑j∈N
 βj2
 (PMj )2 +∑j∈N
 Dj
 2|ωj |2
 +∑j∈N
 λj
 PMj − PLj −Djωj −∑k:j→k
 Pjk +∑i:i→j
 Pij
 +∑j∈N
 µj(PMj − PLj
 ). (7)
 Based on the above Lagrangian function, we can writedown a partial primal-dual subgradient algorithm of OGC-1as follows:
 ωj = λj (8a)
 Pij = εPij (λi − λj) (8b)
 PMj = −εPj (βjPMj + λj + µj) (8c)
 λj = ελj
 PMj − PLj −Djωj −∑k:j→k
 Pjk +∑i:i→j
 Pij
 (8d)
 µj = εµj(PMj − PLj
 ), (8e)
 where εPij , εPj , ελj and εµj are positive stepsizes. Notethat equation (8a) solves maxωj
 Dj2 ω
 2j − λjDjωj rather than
 follows the primal gradient algorithm with respect to wj ;hence the algorithm (8) is called the “partial” primal-dualgradient algorithm. See the Appendix for a description of thegeneral form of partial primal-dual gradient algorithm and itsconvergence.
 Let ελj = 1Mj
 for all j ∈ N . By applying linear transfor-mation from (λj , µj) to (ωj , P
 Cj ):
 ωj = λj
 PCj = KjMj
 (λj −
 1
 εµjMjµj
 ),
 the partial primal-dual gradient algorithm (8) becomes:
 ωj =− 1
 Mj
 Djωj − PMj + PLj +∑k:j→k
 Pjk −∑i:i→j
 Pij
 (9a)
 Pij = εPij (ωi − ωj) (9b)
 PMj =−εPjβj(PMj −
 εµjKjβj
 PCj +1 + εµjMj
 βjωj
 )(9c)
 PCj =−Kj
 Djωj +∑k:j→k
 Pjk −∑i:i→j
 Pij
 . (9d)
 If we set εPij = Bij , εµj =RjKj
 1−RjKjMj, βj =
 Rj1−RjKjMj
 ,and εPj = 1
 βjTj, then the partial primal-dual algorithm (9)
 is exactly the power system dynamics with AGC (1)-(4) ifBj = Dj , j ∈ N . Note that the assumption of Bj = Dj looksrestrictive. But since Bj is a design parameter, we can set it toDj . However, in reality Dj is uncertain and/or hard to measurebecause it does not only account for damping of the generatorbut also contains a component due to the frequency dependentloads. In Section VI, the simulation results demonstrate thateven if Bj 6= Dj , the algorithm still converges to the sameequilibrium point. It remains as one of our future work tocharacterize the range of Bj which guarantees the convergenceof the algorithm. Nonetheless, the algorithm in (9) providesa tractable and easy way to choose parameters for the ACE-based AGC in order to guarantee its convergence.
 Theorem 3. If 1 > RjKjMj for all j ∈ N , with the abovechosen ελj , εµj , εPij and εPj , the partial primal-dual gradientalgorithm (9) (i.e., the system dynamics (1)-(4)) converges toa fixed point (ω∗, P ∗, PM
 ∗, PC
 ∗) where (ω∗, P ∗, PM
 ∗) is an
 optimum of problem OGC-1 and PC∗ = PM∗.
 Proof. The proof is deferred in the Appendix.
 Remark We have made an equivalence transformation in theabove: from algorithm (8) to algorithm (9). The reason fordoing this transformation is to derive an algorithm that admitsphysical interpretation and can thus be implemented as thesystem dynamics. In particular, PLj is unknown and hence µjcan not be directly observed or estimated, while PCj can beestimated/calculated based on the observable variables ωj and
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 Pij . As the control should be based on observable or estimablevariables, the power system implements algorithm (9) insteadof (8) for the ACE-based AGC.
 The above reverse-engineering, i.e., the power system dy-namics with AGC as the partial primal-dual gradient algo-rithm solving an optimization problem, provides a modelingframework and systematic approach to design new AGCmechanisms that achieve different (and potentially improved)objectives by engineering the associated optimization problem.The new AGC mechanisms would also have different dy-namic properties (such as responsiveness) and incur differentimplementation complexity by choosing different optimizingalgorithms to solve the optimization problem. In the nextsection, we will engineer problem OGC-1 to design an AGCscheme that achieves economic efficiency.
 IV. ECONOMIC AGC BY FORWARD ENGINEERING
 We have seen that the power system dynamics with theACE-based AGC (1)-(4) is a partial primal-dual gradientalgorithm solving a cost minimization problem OGC-1 witha “restrictive” constraint PMj = PLj that requires supply-demand balance within each control area. As mentionedbefore, this constraint may render the system economicallyinefficient. Based on the insight obtained from the reverse-engineering of the conventional AGC, we relax this constraintand propose an AGC scheme that (i) keeps the frequencydeviation to 0, i.e., ωj = 0 for all j ∈ N , and (ii) achieveseconomic efficiency, i.e., the mechanical power generationsolves the ED problem (5).
 Consider the following optimization problem:
 OGC-2
 min∑j∈N
 Cj(PMj ) +
 ∑j∈N
 Dj
 2|ωj |2 (10a)
 s.t. PMj = PLj +Djωj +∑k:j→k
 Pjk −∑i:i→j
 Pij(10b)
 PMj = PLj +∑k:j→k
 γjk −∑i:i→j
 γij (10c)
 over ωj , PMj , Pij , γij , j ∈ N , (i, j) ∈ E ,
 where γij are auxiliary variables introduced to relax therestrictive constraint PMj = PLj , which allows different controlareas to change their power flow interchanges so as to promotethe global system economic efficiency. Though OGC-2 looksmuch more complicated than the simple ED problem (5), asshown in Lemma 4 the optimal solution PM
 ∗
 j of OGC-2 isequal to the optimal solution of ED (5) for which we callthe AGC derived in this section as economic AGC. As shownlater, the reason to focus on OGC-2 is to keep ωj = 0 forall j ∈ N and to derive an implementable control algorithmwhich requires minor modifications on the ACE-based AGC,equations (3)-(4).
 Lemma 4. Let (ω∗, PM∗, P ∗, γ∗) be an optimum of OGC-2,
 then ω∗j = 0 for all j ∈ N and PM ∗ is the optimal solutionof the ED problem (5).
 Proof. First, note that at the optimum, ω∗i = ω∗j for all (i, j) ∈N . Second, combining (10b) and (10c) gives
 Djωj +∑k:j→k
 (Pjk − γjk)−∑i:i→j
 (Pij − γij) = 0
 for all j ∈ N . Following similar arguments as in Proposition 1,we have ω∗i = 0 for all i ∈ N . Therefore the constraint (10c)is redundant and can be removed. So, problem OGC-2 reducesto the ED problem (5).
 Following the same procedure as in Section III, we derivethe following partial prime-dual algorithm to solve OGC-2:
 ωj = λj (11a)
 Pi,j = εPij (λi − λj) (11b)
 PMj = −εPj (C ′j(PMj ) + λj + µj) (11c)γij = εγij (µi − µj) (11d)
 λj = ελj
 PMj − PLj −Djωj −∑k:j→k
 Pjk +∑i:i→j
 Pij
 (11e)
 µj = εµj
 PMj − PLj − ∑k:j→k
 γjk +∑i:i→j
 γij
 , (11f)
 Let ελj = 1Mj
 , εPij = Bij , εµj =RjKj
 1−RjKjMjand εPj =
 1−RjKjMj
 TjRjas in Section III. By using linear transformation
 ωj = λj and PCj = KjMj
 (λj − 1
 εµjMjµj
 ), the partial
 primal-dual gradient algorithm (11) becomes:
 ωj =− 1
 Mj
 Djωj − PMj + PLj +∑k:j→k
 Pjk −∑i:i→j
 Pij
 (12a)
 Pij =Bij(ωi − ωj) (12b)
 PMj =− 1
 Tj
 (1−RjKjMj
 RjC ′j(P
 Mj )− PCj +
 1
 Rjωj
 )(12c)
 PCj =−Kj
 Djωj +∑k:j→k
 (Pjk − γjk)
 −∑i:i→j
 (Pij − γij)
 (12d)
 γij = εγij
 ((Miωi −
 PCiKi
 )εµi −
 (Mjωj −
 PCjKj
 )εµj
 ).
 (12e)
 Compared with algorithm (9) (i.e., the power system dy-namics with the ACE-based AGC), the difference in algorithm(12) is the new variables γij and the marginal cost C ′j(·) inthe generation control (12c). Note that γij can be calculatedbased on the observable/measurable variables. So, the abovealgorithm is implementable. However, it might be not practicalto add additional variable γij for each branch (i, j) ∈ E . Tofurther facilitate the implementation, we can remove γi,j by
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 introducing γj for each bus j and replace (12d, 12e) by thefollowing dynamics:
 PCj = −Kj
 Djωj +∑k:j→k
 (Pjk − γj + γk)
 −∑i:i→j
 (Pij − γi + γj)
 (13a)
 γi = εγ
 ((Miωi −
 PCiKi
 )εµi
 ). (13b)
 which tells us that the power change command PCj canbe controlled using local measurements ωj , Pjk, γj , andlocal communications on γi, γk with the neighbors i, k where(i, j), (j, k) ∈ E . Here γj is a local auxiliary variable whichis updated using local information at each bus j ∈ N .
 Similarly, we have the following result.
 Theorem 5. The algorithm (12a–12c, 13a–13b) converges to afixed point (ω∗, P ∗, PM
 ∗, PC
 ∗, γ∗) where (ω∗, P ∗, PM
 ∗, γ∗)
 is an optimum of problem OGC-2, which is also optimal tothe ED problem in (5), and PCj
 ∗=
 1−RjKjMj
 RjC ′j(P
 Mj∗).
 Proof. Please see the Appendix for the convergence of thepartial primal-dual gradient algorithm.
 With Lemma 4 and Theorem 5, we can implement algorithm(12a–12c, 13a–13b) as an economic AGC for the powersystem. By comparing with the ACE-based AGC in (1)-(4)and the economic AGC in (12a–12c, 13a–13b), we note thateconomic AGC has only a slight modification to the ACE-based AGC and keeps the decentralized structure of AGC.In other words, adding a local communication about the newlocal auxiliary variable γj based on (13a–13b) can improvethe economic efficiency of AGC.
 Remark We can actually derive a simpler and yet imple-mentable algorithm without introducing variable γij , (i, j) ∈ E(or γi, i ∈ N ). However, we choose to derive the algorithm(12) and (13) in order to have minimal modification to theexisting conventional AGC and also keep the resulting controldecentralized, where each control area update its generationbased on measurements of local physical variables that areeasy to measure and information of local auxiliary variablesthat are easy to compute and communicate with neighboringareas.
 V. A HYBRID OF ACE-BASED AGC AND ECONOMIC AGC
 In the ACE-based AGC, each control area absorbs itsown energy fluctuation in order to prevent the disturbancepropagation which might lead to a system-wide blackout. Inthe economic AGC, all the control areas share the energyfluctuations in order to improve the economic efficiency. Theside effect is that this sharing could propagate the disturbanceand might lead to a blackout due to the potential outage ofsome transmission lines. Therefore, in this section, we proposea hybrid of ACE-based AGC and economic AGC which takesaccount of both the safety and efficiency. We call this AGCas hybrid AGC.
 Given an interconnected power network N which is di-vided(/partitioned) into different areas, denoted by A ={A1, A2, . . . , Am}.3 Here each Al ⊆ N is a control area.The objective of the hybrid AGC is to 1) maintain the nominalfrequency; 2) each area Ai absorbs its own energy disturbancein an economically efficient way such that {PMj }j∈Al is theoptimum to the following optimization problem: for eachAl ∈ A,
 minPMj ,j∈Al
 ∑j∈Al
 Cj(PMj ) (14a)
 s.t.∑j∈Al
 PMj =∑j∈Al
 PLj . (14b)
 Let Ein be the subset of links that connect buses within asame area. Now consider the following optimization problem:
 OGC-3
 min∑j∈N
 Cj(PMj ) +
 ∑j∈N
 Dj
 2|ωj |2 (15a)
 s.t. PMj = PLj +Djωj +∑
 (j,k)∈E
 Pjk −∑
 (i,j)∈E
 Pij(15b)
 PMj = PLj +∑
 (j,k)∈Ein
 γjk −∑
 (i,j)∈Ein
 γij (15c)
 over ωj , PMj , Pij , γij , j ∈ N , (i, j) ∈ E ,
 We have the following Lemma regarding the optimal solu-tion of OGC-3.
 Lemma 6. Let (ω∗, PM∗, P ∗, γ∗) be an optimum of OGC-
 3, then i) ω∗j = 0 for all j ∈ N and ii) for each area Al,{PMj
 }j∈Al
 is the optimal solution to problem (14).
 Proof. Note that A = {A1, A2, . . . , Am} forms a partitionN and the network (N , E) is connected. By using similarargument in the proof of Lemma 4, we can obtain thestatement in this Lemma. We omit the details here.
 Following the same procedure as in Section IV, we canderive the following partial prime-dual algorithm to solveOGC-2, which is the hybrid AGC we need to obtain:
 ωj =− 1
 Mj
 Djωj − PMj + PLj +∑
 (j,k)∈E
 Pjk −∑
 (i,j)∈E
 Pij
 (16a)
 Pij =Bij(ωi − ωj) (16b)
 PMj =− 1
 Tj
 (1−RjKjMj
 RjC ′j(P
 Mj )− PCj +
 1
 Rjωj
 )(16c)
 PCj =−Kj
 Djωj +∑
 (j,k)∈E
 Pjk −∑
 (i,j)∈E
 Pij
 −∑
 (j,k)∈Ein
 (γj − γk) +∑
 (i,j)∈Ein
 (γi − γj)
 (16d)
 3We assume that A forms a partition of N , i.e., Al1 ∩ Al2 = ∅ for anyl1 6= l2 and ∪l=1,...,mAl = N .
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 γi = εγ
 ((Miωi −
 PCiKi
 )εµi
 ). (16e)
 Similarly, we can guarantee the stability of the hybrid AGC.
 Theorem 7. The algorithm (16) converges to a fixed point(ω∗, P ∗, PM
 ∗, PC
 ∗, γ∗) where (ω∗, P ∗, PM
 ∗, γ∗) is an opti-
 mum of problem OGC-3, which is given in Lemma 6.
 Proof. Please see the Appendix for the convergence of thepartial primal-dual gradient algorithm.
 Compared with the economic AGC in (12a–12c, 13a–13b),the only difference of the hybrid AGC is that if bus i and j areconnected but not belonging to the same area, then they do notcommunicate the auxiliary variable γi and γj with each other.As a result, the hybrid AGC possesses all the nice propertiesof the economic AGC. It requires only local measurement,local computation and local communication. Moreover, themodification to the conventional ACE-based AGC is moderate.
 VI. CASE STUDY
 For illustrative purpose, we consider a simple interconnectedsystem with 4 buses, as shown in Figure 1. The values ofthe generator and transmission line parameters are shown inTable I and II. Notice that though our theoretical results requirethat Bj = Dj for each j, here we choose Bj differentlyfrom Dj since Dj is usually uncertain in reality. To make iteasy to compare the simulation results, we choose a same costfunction for each area, where Ci(PMi
 ) = aP 2Mi
 . Therefore weknow that the optimal dispatch is to equally share the load.
 Fig. 1: A 4-area interconnected system
 TABLE I: Generator Parameters
 Area, j Mj Dj |Vj | Tj Rj Kj Bj
 1 3 1 1.045 4 0.05 2 22 2.5 1.5 0.98 4 0.05 2 33 4 1.2 1.033 4 0.05 2 24 3.5 1.4 0.997 4 0.05 2 3
 TABLE II: Line Parameters
 line 1-2 2-3 3-4 4-1r 0.004 0.005 0.006 0.0028x 0.0386 0.0294 0.0596 0.0474
 In the model used for simulation, we relax some of theassumptions made in the previous analysis. For each trans-mission line we consider non-zero line resistance and donot assume small differences between phase angle deviations,which means that the power flow model is in the form of
 Pij =|Vi||Vj |x2ij + r2ij
 (xij(sin θij − sin θ0ij)− rij(cos θij − cos θ0ij)
 ).
 Simulations results show that our proposed AGC schemeworks well even in these non-ideal, practical systems.
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 Fig. 2: The ACE-based AGC
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 Fig. 3: The economic AGC
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 Fig. 4: The hybrid AGC
 At time t = 10s, a step change of load occurs at bus 4where PL4 = 1 pu. In the simulation, to be consistent withthe real practice in the conventional AGC, the signal for the
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 Fig. 5: The generation cost
 AGC is only reset at every 15 seconds. Figure 2 shows thedynamics of the frequencies and mechanical power outputsfor the 4 buses using ACE-based AGC (1)–(4), which tellsthat bus 4 absorbs all the disturbance eventually. Figure 3shows the dynamics of the frequencies and mechanical poweroutputs for the 4 buses using the economic AGC (12a–12c,13a–13b), which tells that all the buses share the disturbanceequally and thus optimally. Figure 4 shows the dynamics ofthe frequencies and mechanical power outputs for the 4 busesusing the hybrid AGC where bus 1 and 4 form one controlarea and bus 2 and 3 forms another control area. Graduallybus 1 and 4 share the disturbance equally and bus 2 and 3 arenot effected by the disturbance. Figure 5 compares the totalgeneration costs using the ACE-based AGC, the economicAGC, and the hybrid AGC with the minimal generation costof the ED problem (5). We see that the economic AGC trackthe optimal value of the ED problem and the hybrid AGCdispatches the power generation optimally within each area.An interesting observation is that the frequency dynamics arevery similar. One possible explanation is the fast frequencysynchronization. Because the AGC control signal is resetevery 15 seconds, before the AGC takes action, the frequencyhas been synchronized within the first 15 seconds, when thefrequency has the most dramatic transient dynamics.
 VII. CONCLUSION
 We reverse-engineer the conventional AGC, and based onthe insight obtained from the reverse engineering, we designa decentralized generation control scheme that integrates theED into the AGC and achieves economic efficiency. Combinedwith the previous work [4] on distributed load control, thiswork lends the promise to develop a modeling framework andsolution approach for systematic design of distributed, low-complexity generation and load control to achieve system-wideefficiency and robustness.
 REFERENCES
 [1] N. Li, C. Zhao, L. Chen, and S. Low, “Connecting automatic generationcontrol and economic dispatch from an optimization view,” in AmericanControl Conference, 2014.
 [2] A. Bergen and V. Vittal, Power Systems Analysis, 2nd ed. PrenticeHall, 1999.
 [3] P. Kumar, D. P. Kothari et al., “Recent philosophies of automaticgeneration control strategies in power systems,” Power Systems, IEEETransactions on, vol. 20, no. 1, pp. 346–357, 2005.
 [4] C. Zhao, U. Topcu, N. Li, and S. Low, “Design and stability of load-sideprimary frequency control in power systeml,” Automatic Control, IEEETransactions on, vol. 59, no. 5, pp. 1177–1189, 2014.
 [5] J. Nanda and B. Kaul, “Automatic generation control of an intercon-nected power system,” in Proceedings of the Institution of ElectricalEngineers, vol. 125, no. 5, 1978, pp. 385–390.
 [6] O. I. Elgerd and C. Fosha, “The megawatt frequency control problem: Anew approach via optimal control theory,” IEEE Transactions on PowerApparatus and Systems, vol. 89, no. 4, pp. 563–577, 1970.
 [7] M. Aldeen and H. Trinh, “Load-frequency control of interconnectedpower systems via constrained feedback control schemes,” Computers& electrical engineering, vol. 20, no. 1, pp. 71–88, 1994.
 [8] C.-T. Pan and C.-M. Liaw, “An adaptive controller for power systemload-frequency control,” Power Systems, IEEE Transactions on, vol. 4,no. 1, pp. 122–128, 1989.
 [9] M. S. Calovic, “Automatic generation control: Decentralized area-wiseoptimal solution,” Electric power systems research, vol. 7, no. 2, pp.115–139, 1984.
 [10] M. Zribi, M. Al-Rashed, and M. Alrifai, “Adaptive decentralized loadfrequency control of multi-area power systems,” International Journal ofElectrical Power & Energy Systems, vol. 27, no. 8, pp. 575–583, 2005.
 [11] N. Bengiamin and W. Chan, “Multilevel load-frequency control ofinterconnected power systems,” Electrical Engineers, Proceedings of theInstitution of, vol. 125, no. 6, pp. 521–526, 1978.
 [12] U. Ozguner, “Near-optimal control of composite systems: The multitime-scale approach,” Automatic Control, IEEE Transactions on, vol. 24,no. 4, pp. 652–655, 1979.
 [13] D. B. Eidson and M. D. Ilic, “Advanced generation control witheconomic dispatch,” in Decision and Control, Proceedings of the 34thIEEE Conference on, vol. 4, 1995, pp. 3450–3458.
 [14] M. Ilic and C.-N. Yu, “Minimal system regulation and its value in achanging industry,” in Control Applications, Proceedings of the 1996IEEE International Conference on, 1996, pp. 442–449.
 [15] X. Zhang and A. Papachristodoulou, “A real-time control frameworkfor smart power networks with star topology,” in American ControlConference (ACC), 2013. IEEE, 2013, pp. 5062–5067.
 [16] F. Dorfler, J. Simpson-Porco, and F. Bullo, “Breaking the hierarchy:Distributed control & economic optimality in microgrids,” arXiv preprintarXiv:1401.1767, 2014.
 [17] M. Andreasson, D. V. Dimarogonas, H. Sandberg, and K. H. Johansson,“Distributed pi-control with applications to power systems frequencycontrol,” in American Control Conference (ACC), 2014. IEEE, 2014,pp. 3183–3188.
 [18] M. Andreasson, D. V. Dimarogonas, K. H. Johansson, and H. Sandberg,“Distributed vs. centralized power systems frequency control,” in Con-trol Conference (ECC), 2013 European. IEEE, 2013, pp. 3524–3529.
 [19] E. Mallada and S. H. Low, “Distributed frequency-preserving optimalload control,” in IFAC World Congress, 2014.
 [20] M. Burger, C. De Persis, and S. Trip, “An internal model approachto (optimal) frequency regulation in power grids,” arXiv preprintarXiv:1403.7019, 2014.
 [21] E. Mojica-Nava, C. A. Macana, and N. Quijano, “Dynamic populationgames for optimal dispatch on hierarchical microgrid control,” Systems,Man, and Cybernetics: Systems, IEEE Transactions on, vol. 44, no. 3,pp. 306–317, 2014.
 [22] R. Mudumbai, S. Dasgupta, and B. B. Cho, “Distributed control for opti-mal economic dispatch of a network of heterogeneous power generators,”Power Systems, IEEE Transactions on, vol. 27, no. 4, pp. 1750–1760,2012.
 [23] S. T. Cady and A. Dominguez-Garcia, “Distributed generation control ofsmall-footprint power systems,” in North American Power Symposium(NAPS), 2012. IEEE, 2012, pp. 1–6.
 [24] P. Kundur, Power system stability and control. Tata McGraw-HillEducation, 1994.
 [25] K. J. Arrow, L. Hurwicz, and H. Uzawa, “Studies in linear and non-linear programming,” 1958.
 [26] J. T. Wen and M. Arcak, “A unifying passivity framework for networkflow control,” Automatic Control, IEEE Transactions on, vol. 49, no. 2,pp. 162–174, 2004.
 [27] A. Nedic and A. Ozdaglar, “Subgradient methods for saddle-pointproblems,” Journal of optimization theory and applications, vol. 142,no. 1, pp. 205–228, 2009.
 [28] D. Feijer and F. Paganini, “Stability of primal–dual gradient dynamicsand applications to network optimization,” Automatica, vol. 46, no. 12,pp. 1974–1981, 2010.
 [29] S. You and L. Chen, “Reverse and forward engineering of frequencycontrol in power networks,” in Proc. of IEEE Conference on Decisionand Control, Los Angeles, CA, USA, 2014.
 [30] D. Bertsekas, Nonlinear programming, 2nd edition. Athena ScientificBelmont, MA, 2008.
 [31] H. K. Khalil, Ed., Nonlinear Systems, 3rd Edition. Prentice Hall, 2002.

Page 9
						

9
 APPENDIX
 A. Interpretation of the ED in (5)
 Here we provide two ways of constructing(/interpreting) thecost functions in (5). Now let PMj denote the nominal valueof the mechanical power generation and ∆PMj denote thedeviation from the nominal value. One type of cost Cj(∆PMj )is the cost on the deviation, e.g., |∆PMj |2. This means thatas long as there is a deviation from the nominal value PMj ,there is a cost incurred. The second one is more directlyrelated to the generation cost which is used at the slow time-scale ED problem. At the slow time-scale ED problem, PMjis determined by minimizing the generation cost
 ∑j cj(P
 Mj )
 such that∑j P
 Mj =
 ∑j P
 dj . When there is a deviation ∆PMj ,
 the new generation cost is cj(PMj + ∆PMj ). This gives a
 natural way to construct the cost function of Cj(∆PMj ), whichis that Cj(∆PMj ) := cj(P
 Mj + ∆PMj ).
 B. Proof of Convergence
 Primal-dual gradient flow (also called as saddle pointflow) method for optimization problem have been studiedand applied in different literature, e.g., [25]–[29]. The prooftechniques used in these literature can be applied to ourproblem with a minor modification via using the properties ofthe optimization problems. Instead of only proving Theorem3, 5 and 7, we provide a partial primal-dual gradient algorithmfor a general convex optimization problem and show thatthe algorithm converges to the optimal primal-dual point ifthe optimization problem satisfies certain conditions. Thenwe will prove Theorem 3, 5 and 7. Focusing on the generaloptimization problem first allows us to illustrate the main ideasbehind the detailed algorithms used in the paper and the resultshave more general application than the AGC itself.
 1) A partial primal-dual gradient algorithm: Consider thefollowing optimization problem:
 minx,y
 f(x) + g(y) (17)
 s.t. Ax+By = C,
 where f(x) is a strict convex and twice differentiable functionof x, g(y) is a convex and differentiable function of y. Noticethat g(y) can be a constant function.
 The Lagrangian function of this optimization problem isgiven by:
 L(x, y, α) = f(x) + g(y) + αT (Ax+By − C).
 Assume that the constraint is feasible and an optimal solutionexists, then the strong duality holds. Moreover, the primal-dualoptimal solution (x∗, y∗, α∗) is a saddle point of L(x, y, α)and vice versa.
 The partial primal-dual gradient algorithm is given by,
 Algorithm-1:
 x(t) = arg minx{L(x, y, α)} = arg min
 x
 {f(x) + αTAx
 }y = −Ξy(
 ∂L(x, y, α)
 ∂y= −Ξy(
 ∂g(y)
 ∂y+BTα)
 α = Ξα(∂L(x, y, α)
 ∂α= Ξα(Ax+By − C)
 where Ξy = diag(εyi) and Ξα = diag(εαj ). In the followingwe will study the convergence of this algorithm.
 Define
 q(α) , minx
 {f(x) + αTAx
 }L(y, α) , q(α) + g(y) + αT (By − C).
 The following proposition demonstrate some properties ofq(α) and L(y, α).
 Proposition 8. q(α) is a concave function and its gradientis given as ∂q(α)
 ∂α = Ax. If ker(AT ) = 0, then q(α) is astrictly concave function. As a consequence, L(y, α) is strictlyconcave on α.
 Proof. Because f(x) is a strictly convex function of x, we candirectly apply Proposition 6.1.1 in [30] to conclude that q(α)is a concave function of α and ∂q
 ∂α = Ax. Let H := ∇2f(x),which is a positive definite matrix. From equation (6.9) in [30],we have ∇2q(α) = −AH−1AT . Therefore, we know that ifker(AT ) = 0, ∇2q is a negative definite matrix, implying thatq(α) is a strictly concave function. The rest of the propositionfollows directly.
 Moreover, we have the following connections betweenL(x, y, α) and L(y, α).
 Proposition 9. If (x∗, y∗, α∗) is a saddle point of L,then (y∗, α∗) is a saddle point of L and x∗ =argminx
 {f(x) + (α∗)TAx
 }. Moreover, if (y∗, α∗) is a saddle
 point of L, then (x∗, y∗, α∗) is a saddle point of L wherex∗ = argminx
 {f(x) + (α∗)TAx
 }.
 Proof. The proof is straightforward by comparing the firstorder conditions of saddles points for both L and L. Notethat convexity of f, g, and concavity of q implies that thosefirst order conditions are necessary and sufficient conditionsfor saddle points.
 We also have the following properties of the saddle pointsof L,
 Proposition 10. Assume ker(AT ) = 0. Given any two saddlepoints (y∗1 , α
 ∗1), (y∗2 , α
 ∗2) of L, we have α∗1 = α∗2, and
 L(y∗1 , α∗1) = L(y∗2 , α
 ∗2) = L(y∗1 , α
 ∗2) = L(y∗2 , α
 ∗1).
 Proof. If (y∗1 , α∗1), (y∗2 , α
 ∗2) are two saddle points,
 L(y∗1 , α) ≤ L(y∗1 , α∗1) ≤ L(y, α∗1),
 L(y∗2 , α) ≤ L(y∗2 , α∗2) ≤ L(y, α∗2),
 for any (y, α). Thus, we have, L(y∗1 , α∗2) ≤ L(y∗1 , α
 ∗1) ≤
 L(y∗2 , α∗1) ≤ L(y∗2 , α
 ∗2) ≤ L(y∗1 , α
 ∗2), which implies that
 L(y1∗, α∗2) = L(y∗1 , α∗1) = L(y∗2 , α
 ∗1) = L(y∗2 , α
 ∗2) =
 L(y∗1 , α∗2). Because L is strictly concave in α, we have
 α∗1 = α∗2.
 Using the new Lagrangian function L, Algorithm-1 can bewritten as follows:
 y = −Ξy
 (∂L(y, α)
 ∂y
 )(18)
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 α = Ξα
 (∂L(y, α)
 ∂α
 )(19)
 Let (y∗, α∗) be a saddle point of L(y, α). Adopting theLyapunov function,
 U(y, α) =
 n∑i=1
 1
 2εyi(yi − y∗i )2 +
 m∑i=1
 1
 2εαi(αi − α∗i )2 (20)
 following the methods in [25]–[29], and using the properties ofL introduced in Proposition 8 and 10, we know that algorithm(18,19) converges to the saddle point of L if ker(AT ) = 0.Consequently, we know that Algorithm-1 converges to thesaddle point of L, which is an optimal point of (17).
 2) Proof of Theorem 3, Theorem 5 and Theorem 7: Thoughthe previous analysis for general optimization problem couldnot be directly applied to prove Theorem 3, 5 and 7,4 the ideasused in the proof is easily extended to prove those theorems.Since the proofs of the three theorems are very similar, herewe only provide the detailed proof for Theorem 3.
 Denote the Lagrangian function in equation (7) asL(PM , ω, P, λ, µ) where PM := {PMj }j∈N , ω := {ωj}j∈N ,P := {Pij}(i,j)∈E , λ := {λMj }j∈N , µ := {µj}j∈N . Algo-rithm in equation (8) can be written as:
 ω(t) = arg minω
 {L(PM , ω, P, λ, µ)
 }= λ
 P = −ΞP∂L(PM , ω, P, λ, µ)
 ∂P
 PM = −ΞPM∂L(PM , ω, P, λ, µ)
 ∂PM
 λ = Ξλ∂L(PM , ω, P, λ, µ)
 ∂λ
 µ = Ξµ∂L(PM , ω, P, λ, µ)
 ∂µ
 where ΞP , ΞPM , Ξλ, Ξµ are diagonal matrices standing for thestepsizes. Let L(PM , P, λ, µ) := L(PM , ω = λ, λ, µ). Giventhe structure of OGC-1, we can get the following propositionabout L.
 Proposition 11. L is strictly convex on PM , strictly concaveon λ, linear on P and µ.
 Moreover, we have the following Lemma about the saddlepoints of L.
 Proposition 12. Let (PM∗, ω∗) be the unique optimal pointof OGC-1. Then (PM , P, λ, µ) is a saddle point of L if andonly if PM = PM∗, λ = ω∗, µj = −βjPM∗j − ω∗j , and∑k:j→k Pjk −
 ∑i:i→j Pij = PM∗j − PLj −Djω
 ∗j .
 Proof. Because OGC-1 is strong convex on (PM , ω), theoptimal solution is unique. Then by using the strong dualityof OGC-1, it is straightforward to show the statement of thelemma. We omit the details here.
 4This is because the corresponding As in optimization problems OGC-1(6), OGC-2 (10) and OGC-3 (15) do not satisfy ker(AT ) = 0.
 Now we are ready to proof Theorem 3. First, note thatalgorithm in (8) is equivalent to the following algorithm:
 P = −ΞP∂L∂P ; PM = −ΞPM
 ∂L∂PM
 λ = Ξλ∂L∂λ ; µ = Ξµ
 ∂L∂µ
 (21)
 Let (PM∗, P ∗, λ∗, µ∗) be a saddle point of L. Define anonnegative function as
 UPM∗ ,P∗,λ∗,µ∗(PM , P, λ, µ)
 =1
 2(PM − PM∗)TΞ−1
 PM(PM − PM∗)
 +1
 2(P − P ∗)TΞ−1P (P − P ∗)
 +1
 2(λ− λ∗)Ξ−1λ (λ− λ∗)
 +1
 2(µ− µ∗)Ξ−1µ (µ− µ∗) (22)
 Taking the derivative along the dynamics (21), we can show
 ∂U
 ∂t≤ L(PM∗, P ∗, λ, µ)− L(PM∗, P ∗, λ∗, µ∗)
 +L(PM∗, P ∗, λ∗, µ∗)− L(PM , P, λ∗, µ∗)
 ≤ 0. (23)
 For simplicity, we will denote (PM , P, λ, µ) as z.
 Lemma 13. ∂U(z)∂t ≤ 0 for all z, and{
 z : ∂U(z)∂t = 0
 }⊆ Z ,
 {z : PM = PM∗, λ = λ∗,
 L(PM∗, P, α∗, µ∗)
 = L(PM∗, P, α∗, µ)
 = L(PM∗, P ∗, α∗, µ∗)}.
 Proof. (23) has shown that ∂U(z)∂t ≤ 0. To ensure ∂U(z)
 ∂t =
 0, we need that L(PM∗, P ∗, λ, µ) = L(PM∗, P ∗, λ∗, µ∗)and L(PM∗, P ∗, λ∗, µ∗)− L(PM , P, λ∗, µ∗). Because of thestrictly convexity of L on PM , strictly concavity of L onλ, and the separable structure of L on (PM , P ), and (λ, µ)respectively, PM = PM∗, λ = λ∗. Then we can conclude thestatement of this lemma.
 Using Proposition 12, Lemma 13 and Lyapunov conver-gence theorem, we have the following convergence result:
 Lemma 14. Any solution (PM (t), P (t), λ(t), µ(t)) of (21)for t ≥ 0 asympotically approaches to a nonempty, compactsubset of the set of saddle points.
 Proof. (22) tells that U(z) ≥ 0 for any z, and (23) tells thatU(z(t)) is decreasing with time t and U(z(t)) ≤ U(z(0))for any t ≥ 0. Because of the structure of U(z) in (22),z(t) is bounded for t ≥ 0. By Lyapunov convergence theory[31] , we know that z(t) = (PM (t), P (t), λ(t), µ(t)) con-verges to a nonempty invariant compact subset of Z (definedin Lemma 13). To ensure the subset is invariant, we havePM = −ΞPM
 ∂L(z)∂PM
 = 0 and λ = Ξλ∂L(z)∂PM
 = 0, implyingthat µ = −βjPM∗j − ω∗j and
 ∑k:j→k Pjk −
 ∑i:i→j Pij =
 PM∗j − PLj −Djω∗j . Therefore we know z is a saddle point
 of L according to Proposition 12.
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 Now we are ready to conclude the convergence of thealgorithm (21).
 Theorem 15. Any solution (PM (t), P (t), λ(t), µ(t)) of (21)for t ≥ 0 asympotically converges to a saddle point(PM∗, P ∗, λ∗, µ∗). The saddle point (PM∗, P ∗, λ∗, µ∗) maydepend on the initial point (PM (0), P (0), λ(0), µ(0)).
 Proof. The proof of Lemma 14 show that {z(t)}t≥0 is abounded sequences, therefore, we know that there exists a sub-sequence
 {z(tj) = (PM (tj), P (tj), λ(tj), µ(tj))
 }converges
 to a point z∞ = (PM∞ , P∞, λ∞, µ∞). This implies that:
 limtj→∞
 Uz∞ (z(tj)) = 0 (24)
 As shown in Lemma 14, z∞ is a saddle point of L. ThereforeLemma 13, Lemma 14 and their proof tell that:
 limt→∞
 Uz∞(z(t)) = u (25)
 for some constant u. Since {z(tj)} is a subsequence of {z(t)},(24) tells that u = 0. Therefore, we can conclude that z(t)converges to z∞.
 The rest of the proof follows the exactly same argument ofthe analysis for general optimization problem. Thus we omitthe details here to avoid duplication.
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