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Morphing Airfoils with Four Morphing Parameters
 Amanda Lampton∗, Adam Niksch†, and John Valasek‡
 Texas A&M University, College Station, Texas 77843-3141
 An episodic unsupervised learning simulation using the Q-Learning method is devel-
 oped to learn the optimal shape and shape change policy for a problem with four state
 variables. Optimality is addressed by reward functions based on airfoil properties such as
 lift coefficient, drag coefficient, and moment coefficient about the leading edge representing
 optimal shapes for specified flight conditions. The reinforcement learning as it is applied
 to morphing is integrated with a computational model of an airfoil. The methodology is
 demonstrated with numerical examples of a NACA type airfoil that autonomously morphs
 in four degrees-of-freedom, thickness, camber, location of maximum camber, and airfoil
 angle-of-attack, to a shape that corresponds to specified goal requirements. Although non-
 unique shapes can satisfy the aerodynamic requirements, the results presented in this paper
 show that this methodology is capable of learning the range of acceptable shapes for a given
 set of requirements. Also shown is that the agent can use its knowledge to change from one
 shape to another to satisfy a series of requirements with a probability of success between
 92% − 96%. This ability is analogous to an aircraft transitioning from one flight phase to
 another.
 Nomenclature
 A Plane of the airfoil
 a Action
 A(st) Set of actions available in state st
 C Force coefficient
 c Chord length
 ∗Graduate Research Assistant, Vehicle Systems & Control Laboratory, Aerospace Engineering Department, Student Member
 AIAA, [email protected].†Undergraduate Research Assistant, Vehicle Systems & Control Laboratory, Aerospace Engineering Department, Student
 Member AIAA, [email protected].‡Associate Professor and Director, Vehicle Systems & Control Laboratory, Aerospace Engineering Department, Associate
 Fellow AIAA, [email protected].
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Cp Pressure coefficient
 h Distance between vertices
 I Moment of inertia
 L Length
 M Bending moment
 N Number of state-action pairs
 NV Number of vertices
 P Probability
 Qπ(s, a) Action-value function for policy π
 R Reward
 r Discount rate
 rt Reward at time t
 S Set of possible states for reinforcement learning
 s State
 t Time step
 u Tangential velocity
 w Normal velocity
 V Velocity
 V π(s) State value function for policy π
 X Vertex
 x Axis
 Z Plane of the circle
 Greek
 α Angle of attack
 γ Discount factor
 ε Greedy policy parameter
 θi Angle between individual panels
 µ Doublet strength
 π Policy
 σxx Bending Stress
 Superscript
 I Index
 J Index
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K Index
 L Index
 ∗ Optimal
 Subscript
 a Airfoil axial force
 d Airfoil drag force
 i Index
 j Index
 k Index
 l Index
 l Airfoil lift force
 lower Lower surface
 n Normal force
 p Panel coordinates
 t Time
 upper Upper surface
 0 Initial
 1 Axis index
 2 Axis index
 ∞ Freestream
 I. Introduction
 Morphing aircraft have been of intense interest for engineers for many years. Aircraft are usually designed
 for optimal performance at only a few flight conditions. Thus, aircraft have particular purposes: fighter,
 bomber, general aviation, reconnaissance, etc. Optimizing over an entire range of flight conditions would
 allow a single aircraft to fill several of these rolls. Early examples of “morphing” or variable geometry
 aircraft include the Grumman F-14 Tomcat and the B-1 Lancer. Both have swing wings that are designed to
 have good performance at both cruise and supersonic flight when they are unswept and swept, respectively.
 However, on a smaller scale, such as the airfoil of the wing itself, there are several geometric parameters
 that have the potential to morph and further increase the versatility of an aircraft. These include airfoil
 thickness, airfoil camber, chord, and angle-of-attack, among others.
 Determining good combinations of the airfoil geometric parameters and changing from one set to another
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present formidable problems. One way to handle both of these concerns is by applying reinforcement learning
 to the problem. Reinforcement learning is a form a machine learning that gathers information and learns by
 interacting with an environment.1 Not only will optimal airfoil geometries be found, reinforcement learning
 will also learn the path from any airfoil geometry to an optimal geometry. This eliminates the need to find
 a single or a handful of optimal airfoils and designing optimal control laws to change from one to another.
 The melding of morphing and learning has been investigated many times in the past in the form of
 Adaptive-Reinforcement Learning Control (A-RLC). Reference 2 describes a methodology that combines
 Structured Adaptive Model Inversion (SAMI) with Reinforcement Learning to address the optimal shape
 change of an entire vehicle. In this case a smart block. The method learns the commands for two independent
 morphing parameters that produce the optimal shape. The authors show that the methodology is capable
 of learning the required shape and changing into it and accurately tracking some reference trajectory.2 This
 methodology is further developed in Reference 3. It is extended to an “air vehicle” using Q-learning to learn
 the optimal shape change policy. The authors show that the methodology is able to handle a hypothetical
 3-D smart aircraft that has two independent morphing parameters, tracking a specified trajectory, and
 autonomously morphing over a set of shapes corresponding to flight conditions along the trajectory.3 Finally,
 the methodology is further improved upon by applying Sequential Function Approximation to generalize the
 learning from previously experienced quantized states and actions to the continuous state-action space.4 The
 authors showed that the approximation scheme resulted in marked improvements in the learning as opposed
 to the previously employed K-Nearest Neighbor approach. All of these examples, however, only have two
 independent degrees-of-freedom that must be learned. Even a small “real world” morphing problem will
 have several interdependent degrees-of-freedom. Learning to manipulate more morphing parameters creates
 a more complex learning problem.
 Biologically inspired morphing is of great interest in the realm of micro air vehicles (MAVs). Due to their
 small size and membrane lifting surfaces, they often do not have conventional control surfaces, especially on
 the wing. Thus other means of control must be investigated. Roll control is of particular interest. In lieu of
 ailerons torque rods attached to the membrane of the MAV wing as well as possible other aeroservoelastics
 controls cause the wing to either twist, curl, or both. Flight tests show that wing twist and/or curl provide
 an excellent strategy to command roll maneuvers.5,6 The torque rods used to achieve wing twist are further
 optimized in Reference 7 using genetic algorithms in which a vortex lattice method is used to determine
 fitness. The flight dynamics of the test vehicle show that turns and spins can also be repeatedly performed
 and that significant control authority is provided for lateral dynamics.6,8 An additional degree of morphing
 in the form of wing sweep is added to the wing dihedral morphing parameter in Reference 9. This extra
 degree is shown to have considerable effect on the handling qualities and stability of the vehicle.9 Morphing
 just the dihedral angles is also shown to have an effect on flight performance metrics such as climb rate, glide
 angle, and stall characteristics.10 The effect of dihedral morphing on performance metrics and dynamics is
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further investigated using a vortex lattice method to computationally determine the aerodynamics of the
 MAV.11 The optimal wing geometries are found to converge to biological solutions in several instances.11
 The dynamics are also examined further using a vortex lattice method for the case of wing sweep morphing.
 The MAV is shown to have enhanced turning capabilities with this morphing parameter as well as enhanced
 crosswind rejection.12 In general, only one morphing degree-of-freedom is addressed, whether it be sweep
 angle at multiple joints or dihedral angle at multiple joints. Combining all degrees-of-freedom available to
 fully articulate the morphing MAV has yet to be addressed.
 The problem of a morphing airfoil was investigated by Hubbard in Reference 13 The focus is on the
 physical shape change of an airfoil modeled by a space/time transform parameterization. The space/time
 parameterization results in a spatially decoupled system with Fourier coefficients as inputs and orthogonal
 basis shapes as outputs.13
 This paper extends upon the conceptual architecture developed in Reference 14. Complexity is increased
 by adding more morphing parameters to the state space of the learning problem. The additional morphing
 parameters increases the complexity of the problem by increasing the number of possible state-action pairs
 the reinforcement learning agent must visit. The computational model used as the environment for the
 agent is computationally intensive. Efficiently handling the additional morphing parameters presented in
 this paper in light of the environment is an important step before tackling a full morphing wing or aircraft.
 This paper also shows initial efforts of allowing the agent to utilize learned information online, mimicking
 an aircraft trimming for different flight conditions.
 This paper is organized as follows. Section II briefly introduces the airfoil model used by the reinforcement
 learning agent. Flexibility is allowed in the sense that thickness, camber, location of maximum camber,
 and airfoil angle-of-attack all have the potential of being commanded and used to determine the optimal
 configuration. This paper is unique from others on this subject because all four parameters are employed as
 state variables in the reinforcement learning problem. Section III describes the mechanics of reinforcement
 learning and how it is implemented in Q-learning in particular. Section IV describes how the airfoil model
 and the reinforcement learning agent are tied together to form a morphing airfoil. Section V takes the fully
 developed morphing airfoil and interprets numerical examples generated from it. The numerical examples
 demonstrate the airfoil utilizing all potential morphing parameters and autonomously morphing into optimal
 shapes corresponding to a series of aerodynamic requirements. Finally, conclusions are drawn from the
 numerical examples in Section VI.
 II. Airfoil Model Representation
 To calculate the aerodynamic properties of many different airfoils in a short period of time, or as a
 single airfoil changes shape, a numerical model of the airfoil is developed. A constant strength doublet
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panel method is used to model the aerodynamics of the airfoil. The main assumption is that the flow is
 incompressible, otherwise a much more complex model is necessary. This assumption is valid because current
 interests lie in the realm of micro air vehicles, which fly at speeds less than Mach 0.3. Other assumptions are
 that both the upper and lower surfaces of the airfoil are pinned at the leading and trailing edge rendering
 the structural moment at these points to be zero. These boundary conditions become important in later
 sections in the calculation of My and σxx. One final assumption is that the flow is inviscid. Thus the model
 is only valid for the linear range of angle-of-attack.
 The flexibility of this type of model allows the reinforcement learning algorithm developed to manipulate
 three degrees of freedom, one flight condition parameter, and one material parameter. The degrees of
 freedom, flight condition parameter, and material parameter are
 • Airfoil thickness
 • Camber
 • Location of maximum camber
 • Airfoil angle-of-attack
 • Elastic Modulus
 Despite this versatility there are some limitations to the model. Since the model uses a panel method
 to calculate the aerodynamics, it is very sensitive to the grid, or location of the panels, and the number of
 panels created. The grid must be a sinusoidal spaced grid in the x direction, which puts more points at the
 trailing edge of the airfoil. This type of grid is necessary because many aerodynamic changes occur near
 the trailing edge. If the number of panels were to decrease, the accuracy of the model would also decrease.
 However, as the number of panels generated is increased, the computational time of the model increases as
 well. Thus, a balance is needed between accuracy and computational time. This balance can be achieved by
 finding a set number of panels for which any increase from that number of panels yields a minimal accuracy
 increase. For example, assume 50 panels are chosen initially. If the number of panels were changed to 100
 and the accuracy of the model increased by 10 per cent, this increase in the number of panels would be
 deemed necessary. If the number of panels were changed from 100 to 150 and the accuracy of the model
 increased by less than 1 per cent, then this increase in the number of panels would be deemed unnecessary,
 and 100 panels is chosen as the correct number of panels to use.
 A full description of the airfoil model development can be found in Reference 14. Validation and verifi-
 cation of the airfoil model can also be found in Reference 14.
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III. Reinforcement Learning Agent
 Reinforcement learning (RL) is a method of learning from interaction between an agent and its environ-
 ment to achieve a goal. The learner and decision-maker is called the agent. The thing it interacts with,
 comprising everything outside the agent, is called the environment. The agent interacts with its environment
 at each instance of a sequence of discrete time steps, t = 0, 1, 2, 3.... At each time step t, the agent receives
 some representation of the environment’s state, st ∈ S, where S is a set of possible states, and on that basis
 it selects an action, at ∈ A(st), where A(st) is a set of actions available in state s(t). One time step later,
 partially as a consequence of its action, the agent receives a numerical reward, rt+1 = R, and finds itself in
 a new state, st+1. The mapping from states to probabilities of selecting each possible action at each time
 step, denoted by π is called the agent’s policy, where πt(s, a) indicates the probability that at = a given
 st = s at time t. Reinforcement learning methods specify how the agent changes its policy as a result of its
 experiences. The agent’s goal is to maximize the total amount of reward it receives over the long run.
 Almost all reinforcement learning algorithms are based on estimating value functions. For one policy π,
 there are two types of value functions. One is the state-value function V π(s), which estimates how good it
 is, under policy π, for the agent to be in state s. It is defined as the expected return starting from s and
 thereafter following policy π. The generalization of this function is shown in Eq. 1.15
 V π (st) ≡ E
 [ ∞∑k=0
 γkrt+k
 ](1)
 where γ is the discount factor and rt+k is the sequence of rewards.
 The other state-value function is the action-value function Qπ(s, a), which estimates how good it is, under
 policy π, for the agent to perform action a in state s. It is defined as the expected return starting from s,
 taking action a, and thereafter following policy π. It is related to state value function by Eq. 2.15
 Q (s, a) ≡ r (s, a) + γV ∗ (δ (s, a)) (2)
 The process of computing V π(s) or Qπ(s, a) is called policy evaluation. π can be improved to a better π′
 that, given a state, always selects the action, of all possible actions, with the best value based on V π(s) or
 Qπ(s, a). This process is called policy improvement. V π′(s) or Qπ′
 (s, a) can then be computed to improve
 π′ to an even better π′′. The ultimate goal of RL is to find the optimal policy π∗ that has the optimal
 state-value function, denoted by V ∗(s) and defined as V ∗(s) = maxπV π(s), or the optimal action-value
 function, denoted by Q∗(s, a) and defined as Q∗(s, a) = maxπQπ(s, a). This recursive way of finding an
 optimal policy is called policy iteration. As a result Q∗ can be generalized in terms of V ∗.15
 Q∗ (s, a) ≡ E [r (s, a) + γV ∗ (δ (s, a))]
 = E [r (s, a)] + E [γV ∗ (δ (s, a))]
 = E [r (s, a)] + γ∑s′
 P (s′|s, a)V ∗ (s′) (3)
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where P (s′|s, a) is the probability of taking action a in state s will produce the next state s′.
 To make this function more manageable, Q can be re-expressed recursively15
 Q∗ (s, a) = E [r (s, a)] + γ∑s′
 P (s′|s, a) maxa′
 Q (s′, a′) (4)
 Eq. 4 can further be modified into a training rule that iteratively updates each Q(s, a) as it is visited
 and converges to Q∗(s, a). This training rule is defined in Equation 5.15
 Qn (s, a)← (1− α) Qn−1 (s, a) + α[r + γ max
 a′Qn−1 (s′, a′)
 ](5)
 There exist three major methods for policy iteration: dynamic programming, Monte Carlo methods, and
 temporal-difference learning. Dynamic Programming refers to a collection of algorithms that can be used
 to compute optimal policies given a perfect model of the environment as a Markov decision process (MDP).
 The key idea is the use of value functions to organize and structure the search for good policies. Classical
 Dynamic Programming algorithms16–18 are of limited utility in Reinforcement Learning, both because of their
 assumption of a perfect model and their great computational expense. However, they are very important
 theoretically.
 Monte Carlo methods are employed to estimate functions using an iterative, incremental procedure. The
 term “Monte Carlo” is sometimes used more broadly for any estimation method whose operation involves a
 significant random component. For the present context it represents methods which solve the Reinforcement
 Learning problem based on averaging sample returns. To ensure that well-defined returns are available, they
 are defined only for episodic tasks, and it is only upon the completion of an episode that value estimates
 and policies are changed. By comparison with Dynamic Programming, Monte Carlo methods can be used to
 learn optimal behavior directly from interaction with the environment, with no model of the environment’s
 dynamics. They can be used with simulation, and it is easy and efficient to focus Monte Carlo methods on a
 small subset of the states. All Monte Carlo methods for Reinforcement Learning have been developed only
 recently, and their convergence properties are not well understood.
 Temporal-Difference methods can be viewed as an attempt to achieve much the same effect as Dynamic
 Programming, but with less computation and without assuming a perfect model of the environment. Sutton’s
 method of Temporal-Differences is a form of the policy evaluation method in Dynamic Programming in
 which a control policy π0 is to be chosen.19 The prediction problem becomes that of learning the expected
 discounted rewards, V π(i), for each state i in S using π0. With the learned expected discounted rewards, a
 new policy π1 can be determined that improves upon π0. The algorithm may eventually converge to some
 policy under this iterative improvement procedure, as in Howard’s algorithm.20
 Q-Learning is a form of the successive approximations technique of Dynamic Programming, first proposed
 and developed by Watkins.21 Q-learning learns the optimal value functions directly, as opposed to fixing
 a policy and determining the corresponding value functions, like Temporal-Differences. It automatically
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focuses attention to where it is needed, thereby avoiding the need to sweep over the state-action space.
 Additionally, it is the first provably convergent direct adaptive optimal control algorithm.
 Reinforcement Learning has been applied to a wide variety of physical control tasks, both real and simu-
 lated. For example, an acrobat system is a two-link, under-actuated robot roughly analogous to a gymnast
 swinging on a high bar. Controlling such a system by RL has been studied by many researchers.22,23,24 In
 many applications of RL to control tasks, the state space is too large to enumerate the value function. Some
 function approximators must be used to compactly represent the value function. Commonly used approaches
 include neural networks, clustering, nearest-neighbor methods, tile coding, and cerebellar model articulator
 controller.
 A. Implementation of Reinforcement Learning Agent
 For the present research, the agent in the morphing airfoil problem is its RL agent. It attempts to indepen-
 dently maneuver from some initial state to a final goal state characterized by the aerodynamic properties of
 the airfoil. To reach this goal, it endeavors to learn, from its interaction with the environment, the optimal
 policy that, given the specific aerodynamic requirements, commands the series of actions that changes the
 morphing airfoil’s thickness, camber, location of maximum camber, or airfoil angle-of-attack toward an op-
 timal one. The environment is the resulting aerodynamics the airfoil is subjected to. It is assumed that the
 RL agent has no prior knowledge of the relationship between actions and the thickness, camber, location of
 maximum camber, and airfoil angle-of-attack of the morphing airfoil. However, the RL agent does know all
 possible actions that can be applied. It has accurate, real-time information of the morphing airfoil shape,
 the present aerodynamics, and the current reward provided by the environment.
 The RL agent uses a 1-step Q-learning method, which is a common off-policy Temporal Difference (TD)
 control algorithm. In its simplest form it is a modified version of Eq. 5 and is defined by
 Q (s, a)← Q (s, a) + α{
 r + γ maxa′
 Q (s′, a′)−Q (s, a)}
 (6)
 The Q-learning algorithm is illustrated as follows:1
 Q-Learning()
 • Initialize Q(s, a) arbitrarily
 • Repeat (for each episode)
 – Initialize s
 – Repeat (for each step of the episode)
 ∗ Choose a from s using policy derived from Q(s, a) (e.g. ε-Greedy Policy)
 9 of 21
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∗ Take action a, observe r, s′
 ∗ Q (s, a)← Q (s, a) + α{
 r + γ maxa′
 Q (s′, a′)−Q (s, a)}
 ∗ s← s′
 – until s is terminal
 • return Q(s, a)
 The agent learns the greedy policy, defined as:
 ε− greedy policy
 if(probability > 1−ε)
 a = arg maxa
 Q (s, a)
 else
 a = rand(ai)
 (7)
 As the learning episodes increase, the learned action-value function Q(s, a) converges asymptotically to the
 optimal action-value function Q∗(s, a). The method is an off-policy one as it evaluates the target policy (the
 greedy policy) while following another policy. The policy used in updating Q(s, a) can be a random policy,
 with each action having the same probability of being selected. The other option is an ε-greedy policy, where
 ε is a small value. The action a with the maximum Q(s, a) is selected with probability 1-ε, otherwise a
 random action is selected.
 If the number of the states and the actions of a RL problem is a small value, its Q(s, a) can be represented
 using a table, where the action-value for each state-action pair is stored in one entity of the table. Since
 the RL problem for the morphing vehicle has states (the shape of the airfoil) on continuous domains, it
 is impossible to enumerate the action-value for each state-action pair. In this case the continuous domain
 is discretized using a method described later in Section III.B. The action-value of each state-action pair is
 computed using the Q-learning method illustrated above and stored in Q(s, a). The action-value of any
 state-action pair not already recorded in Q(s, a) is calculated using interpolation by the K-nearest neighbors
 method. That value can then be used in Eq. 6 to update Q(s, a).
 When selecting the next action, one typical problem the agent has to face is the exploration-exploitation
 dilemma.1 If the agent selects a greedy action that has the highest value, then it is exploiting its knowledge
 obtained so far about the values of the actions. If instead it selects one of the non-greedy actions, then it
 is exploring to improve its estimate of the non-greedy actions’ values. Exploiting knowledge from the outset
 usually results in the agent finding and preferring local optima rather than the global goal.1 Exploring from
 the outset and continuing throughout the learning process, however, avoids this problem, though the agent
 is more likely to continue to randomly explore areas that are not of interest.1 For the purposes of this paper,
 the agent is allowed to randomly explore during all learning episodes.
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B. Learning on a 4- and N-Dimensional Continuous Domain
 Q-learning on a continuous domain quickly becomes intractable when one considers that convergence of the
 algorithm to the optimal action-value function is only guaranteed if the agent visits every possible state an
 infinite number of times.21 An agent would therefore visit an infinite number of states using an infinite
 number of actions an infinite number of times. Add in the fact that the states can be defined by anywhere
 from 1 to N continuous variables and the so-called “Curse of Dimensionality” becomes a significant problem.
 One way to cope with the inherent complexity of a continuous domain learning problem is to discretize
 the state space by overlaying a pseudo-grid. The essential ideas of this concept can be best introduced
 in terms of a 1-dimensional problem. The notation can then be generalized for the 4- and N-dimensional
 problems.
 For the 1-dimensional problem the state space can be represented by a line as seen in Figure 1. An
 arbitrary set of vertices{
 1X, 2X, . . . , kX, . . .}
 are introduced at a uniform distance h apart. Ideally, h is
 chosen such that a vertex lies on both end points of the state space. In the learning algorithm the agent is
 only allowed to visit the overlaying vertices and their corresponding states. This technique effectively reduces
 the state space from infinity to a finite number of states, thus rendering the problem more manageable.
 I X1I X− 1I X+
 hh h h
 Figure 1. 1-Dimensional State Space with Overlaying Pseudogrid
 To further simplify the problem, we restrict what actions the agent may take. When the agent is at the
 Ith vertex X = IX, it may only move to I−1X or I+1X. Now the problem only has two possible actions
 rather than an infinite number, which further reduced the problem complexity.
 Let L denote the length of the continuous domain. As per our formulation there are
 NV1 =L
 h+ 1 (8)
 vertices, where NV is the number of vertices, and 2 actions. Therefore, there are only
 N1 = 2(
 L
 h+ 1
 )(9)
 state-action pairs, where N is the number of state-action pairs.
 The 4-dimensional problem can be represented in a similar manner. In this case the state space is
 represented by Figure 2. An arbitrary set of vertices{
 1111X, 1112X, . . . , ijklX, . . .}
 are again introduced at
 uniform distances hx1 , hx2 , hx3 , or hx4 apart. The actions available to the agent are again restricted as in the
 1-dimensional case. For the 4-dimensional case, when the agent is at the IJKLth vertex X = IJKLX, it may
 11 of 21
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only move to vertices (I−1)JKLX, (I+1)JKLX, I(J−1)KLX, I(J+1)KLX, IJ(K−1)LX, IJ(K+1)LX, IJK(L−1)X,
 and IJK(L+1)X, a total of 8, or 2 ∗ 4, actions.
 IJKL X ( )1I JKL X+( )1I JKL X−
 ( )1I J KL X+
 ( )1I J KL X−
 1x
 2x
 1xh
 1xh
 1xh
 1xh
 2xh
 2xh
 2xh
 2xh
 Figure 2. 2-Dimensional State Space with Overlaying Pseudogrid
 This problem is more complex than the previous one, yet it is still simpler than a 4-dimensional continuous
 state space problem. For this 4-dimensional discrete case, let Lx1 , Lx2 , Lx3 , and Lx4 denote the length in
 the x1-, x2-, x3-, and x4-direction, respectively, of the continuous domain. This results in
 NV4 =(
 Lx1
 hx1
 + 1) (
 Lx2
 hx2
 + 1) (
 Lx3
 hx3
 + 1) (
 Lx4
 hx4
 + 1)
 =4∏
 i=1
 (Lxi
 hxi
 + 1)
 (10)
 vertices. Therefore, there are
 N4 = 2 ∗ 44∏
 i=1
 (Lxi
 hxi
 + 1)
 (11)
 state-action pairs. This 4-dimensional development is what will be used in the rest of this paper.
 From here the formulation can be generalized to the N-dimensional case. For an N-dimensional continuous
 state space, an arbitrary set of vertices{
 11...1X, 11...2X, . . . , NN...NX}
 are introduced at uniform distances
 hx1 , hx2 , . . ., hxNapart. The actions are restricted to the two nearest vertices in any direction from the
 current vertex X = IJ...X, yielding a total of 2N actions available to the agent from any given vertex.
 Now let Lx1 , Lx2 , . . ., LxNdenote the length in the x1-, x2-, . . ., and xN -directions, respectively. As a
 result there are
 NVN=
 N∏i=1
 (Lxi
 hxi
 + 1)
 (12)
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vertices. Therefore, there are
 NN = 2NN∏
 i=1
 (Lxi
 hxi
 + 1)
 (13)
 state-action pairs.
 Discretizing the domain in this way can greatly simplify a learning problem. Intuitively, the larger hxi is,
 the fewer the number of vertices, resulting in fewer visits by the agent necessary to learn the policy correctly.
 Special care must be taken, however, in the choice of hxi and the definition of the goal the agent attempts
 to attain. If the only goal state lies between vertices, then the agent will be unable to learn the actions
 necessary to reach the goal state.
 The “Curse of Dimensionality” can still become a problem when using this technique. As N increases,
 the number of state-action pairs increases quickly. Manipulation of hxican alleviate some problems, but can
 eventually become overwhelmed. However, the number of state-action pairs remains finite. In this paper a
 4-dimensional problem is analyzed. Careful manipulation of hxi helps to maintain a manageable learning
 problem.
 IV. Morphing Airfoil Implementation
 The morphing of the airfoil entails changing the thickness, camber, location of maximum camber, and
 airfoil angle-of-attack (see Figure 3. The reinforcement learning agent manipulates these four parameters.
 It is assumed that the airfoil is composed of a smart material whose shape is affected by applying voltage.
 For simulation purposes, the morphing dynamics are assumed to be simple nonlinear differential equations.
 The optimality of the airfoil for this paper is defined by the airfoil lift coefficient.
 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4-0.4
 -0.3
 -0.2
 -0.1
 0
 0.1
 0.2
 0.3
 0.4
 AirfoilCamber LineChord Line
 V
 Thickness
 α
 Location ofMaximum Camber
 Figure 3. Representative Airfoil
 The aerodynamic model and the reinforcement learning agent interact significantly during both the
 learning stage, when the optimal shape is learned, and the operational stage, when the airfoil morphs from
 state to state. The purpose of the reinforcement learning agent is to learn the optimal series of actions
 necessary to command the four morphing parameters, and thus the airfoil, into the optimal shape to achieve
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a given goal. The two parts of the system interact as follows. Initially, the reinforcement learning agent
 commands a random action from the set of admissible actions.
 As described in Section III.B, the admissible actions are restricted to movement to the two closest vertices
 in any given direction from the current vertex. For example, the agent chooses to move in the x1-direction
 from vertex IJKLX in the 4-dimensional problem. The two possible actions in the x1-direction are defined
 as follows
 A11 ≡ (I+1)JKLX − IJKLX = hx1
 (14)
 A12 ≡ (I−1)JKLX − IJKLX = −hx1
 Eq. 14 can be summarized by saying the admissible actions in the x1-direction are A1 = ±hx1 . Similar
 relationships can be found for the x2-, x3-, and x4-directions. Admissible actions in the other three directions
 are A2 = ±hx2 , A3 = ±hx3 , and A4 = ±hx4 . For this problem the values of hxiare defined in Table 1, and
 the definitions of the xi axes are defined in Table 2.
 Table 1. Distance Between Adjacent Vertices
 hxi Value
 hx1 1.00
 hx2 1.00
 hx3 0.10
 hx4 1.00
 Table 2. Axis Definitions
 xi Definition
 x1 Thickness (%)
 x2 Camber (%)
 x3 Location of Maximum Camber
 x4 Airfoil Angle-of-Attack (deg)
 To read these tables consider the x1-direction, for example. The agent changes ±1.00% of the chord in
 thickness in this direction when hx1 = 1.00%.
 The agent implements an action by submitting it to the plant which produces a shape change. The reward
 associated with the resultant shape is evaluated. The resulting state, action, and reward set is then stored
 in a database. Then a new action is chosen, and the sequence repeats itself for some predefined number of
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episodes or until the agent reaches a goal state. Shape changes in the airfoil due to actions generated by the
 reinforcement learning agent cause the aerodynamics associated with the airfoil to change. The aerodynamic
 properties of the airfoil define the reward, as stated, and the structural analysis offers a constraint on the
 limits of the morphing degrees of freedom.
 Due to the continuous nature of the states, rather than just a positive reward for a single goal state,
 a positive reward is given when the airfoil meets some specified range of the aerodynamic properties listed
 above. The positive reward is selected to be a combination of the aerodynamic properties of the current
 airfoil, which is dependent on the current shape and current flight condition. As a result there is a goal
 region rather than a single goal state that the agent must aspire to reach.
 V. Numerical Examples
 The purpose of the numerical example is to demonstrate learning performance of the reinforcement learn-
 ing agent when integrated with the full four morphing parameter airfoil. The purpose is also to demonstrate
 the agent commanding smooth transitions from one shape to another though a series of environment com-
 manded goals. The agent learned the action-value function for four different goals using the hxilisted in
 Table 1. The goals are listed in Table 3. The range associated with the goal is necessary given the dis-
 cretization of the state space. A smaller range would constitute a finer discretization of the state space,
 more learning episodes, and longer computational time. The opposite is true for a coarser discretization. For
 the morphing airfoil problem, either a balance between state space discretization and goal refinement must
 be made, a more creative discretization method must be employed, or fully continuous state and/or action
 space learning must be employed. For the purposes of this example, the former is used for this stage in the
 morphing airfoil development.
 Table 3. Learning Goals
 cl Goal Range
 −0.2 ±0.05
 0.0 ±0.05
 0.2 ±0.05
 ≥ 0.4 —
 For the purpose of direct comparison between the discretized state-space effected by the different hxi
 sets, the chord, angle-of-attack, number of episodes, boundary reward, goal reward, and aerodynamic goal
 are the same for each round of learning. The values of these constants are listed in Table 4.
 For each of the 5000 learning episodes, the agent begins in a random initial state that is not classified as
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Table 4. Parameter Constants
 Parameter Value
 Chord 1m
 Episodes 10000
 Boundary reward −20
 Goal reward +20
 a goal state. The agent then explores the state space according to a random policy, ε = 0, until it either hits
 the predefined limit of total number of actions or finds a goal state. Should the agent encounter a boundary,
 that boundary location is noted by negative reinforcement, and the agent chooses another action.
 The boundary is defined as the limits set on the airfoil. The agent is not allowed to venture beyond these
 limits and is given negative reinforcement whenever it attempts to do so. The limits for these examples are
 listed in Table 5. These limits were chosen because they are representative of low speed airfoils that might
 be found on small UAVs or micro air vehicles.
 Table 5. Airfoil Parameter Limits
 Limit Lower Upper
 Thickness (% chord) 10 18
 Camber (% chord) 0 5
 Location of Max Camber 0.2 0.8
 Airfoil Angle-of-Attack (deg) −5 5
 A. Monte Carlo Simulation and Results
 The action-value function resulting from each learned goal is analyzed by conducting a set of simulations
 using the learned function. The agent is initialized in a random, non-goal state and allowed to exploit its
 knowledge to navigate through the domain to find the goal. The agent retains a 5% probability of choosing
 a random action and exploring the state space. During the learning process the action-value function is
 recorded every 200 episodes. The simulation is run 1000 times for each recorded action-value function
 to accrue enough data to get an accurate measure of the success or failure of the agent and the learning
 algorithm as the learning is refined. A success occurs when the agent navigates from the random initial
 state to a goal state without encountering a boundary. A failure occurs when the agent either encounters a
 boundary or gets “lost” and wanders around the state space. The results for the four action-value functions
 are shown in Figure 4.
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Figure 4. Agent Learning Success Results: a) cl ≥ 0.4, b) cl = 0.0± 0.05, c) cl = −0.2± 0.05, and d) cl = 0.2± 0.05
 These results show about a 92%− 96% success rate for all the goals the agent learned. The convergence
 rate, defined here as change in success percentage divided by the change in number of episodes, is high early
 in the learning and decreases to an almost asymptotic approach to 100% success. The exception is Figure
 4.a, which appears to be linearly approaching 100% success. After a couple hundred more episodes, this
 action-value function would also level off to an asymptotic approach to 100%. Also, note that the agent was
 allowed a 5% probability of choosing a random action. This fact means that some of the failures of the agent
 to reach the goal can be attributed to the agent choosing a random action and encountering a boundary.
 Taking these results into consideration, the final action-value functions are deemed sufficiently converged
 and usable by the agent.
 B. Series of Commanded Goals
 This subsection presents examples of the agent’s ability to smoothly transition from one shape to another to
 meet different goals. The environment the agent inhabits is set up such that four goals are commanded in a
 series. The agent has 200 decision/action steps with which to control and change the shape of the airfoil to
 meet each goal. Each goal is allotted 50 decision steps. This series of goals is analogous to the agent “flying”
 through a series of flight conditions, such as climb, cruise, dash, or dive. The agent then must quickly change
 its shape to “fly” well in each flight condition. The goal series the agent must navigate is listed in Table 6.
 Three representative examples are shown in the following figures. Each example must meet the goals
 listed in Table 6. Each example has the agent start from a different initial state. These initial states are
 listed in Table 7.
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Table 6. Airfoil Parameter Limits
 Decision Steps Goal
 0− 50 cl = 0.0
 51− 100 cl = 0.2
 101− 150 cl = −0.2
 151− 200 cl ≥ 0.4
 Table 7. Initial State of Agent for Examples 1-3
 State Example 1 Example 2 Example 3
 Thickness (%) 10.0 12.0 15.0
 Camber (%) 0.0 3.0 1.0
 Max Camber Location 0.4 0.4 0.2
 Angle-of-Attack (deg) 0.0 -4.0 -4.0
 Figure 5 and Figure 6 illustrates the results of the these three examples. Figure 5 shows the upper and
 lower bounds of the lift coefficient goals the agent must strive to meet. The examples show that the changes
 in lift coefficient resulting from agent commanded changes in shape fall within the bounds of all four goals
 after only a few decision steps. The agent marches directly toward its goal in each example. This directness
 is desired given the simplicity of the reward structure employed in the learning presented in this paper. The
 rewards can be replaced by a more complex cost function or by reward shaping, which would could result
 in a less direct, though still good, path toward each goal. The fact that the agent commands shape changes
 that drives the lift coefficient directly toward the goals means that the agent achieved good convergence of
 the action-value function for this problem.
 Figure 6 depicts the airfoil states at each decision step. All three examples show that the agent mainly
 utilizes commanded changes in camber and angle-of-attack to manipulate airfoil lift coefficient. The agent
 only sparingly commands changes in thickness and max camber location. Changes in angle-of-attack are
 commanded at the beginning of transitions between goals. These changes result in relatively large changes
 in lift coefficient. As the agent approaches the proximity of the goal, commanded changes in camber are
 favored. The reason is that a change in camber results smaller change in lift coefficient. This flexibility
 allows the agent to approach and achieve the goal without overshooting it.
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Figure 5. Airfoil Lift Coefficient Results
 VI. Conclusions
 This paper extends the methodology developed for the manipulation of a morphing airfoil to include
 maximum camber location and airfoil angle-of-attack in addition to thickness and camber. This method
 combines machine learning and analytical aerodynamic calculations. The Reinforcement Learning agent
 learned several aerodynamic goals with the added complexity of the new morphing parameters. Development
 of the Reinforcement Learning agent, the implementation of the learning algorithm, and an analysis of
 resulting action-value functions were presented. The use of the action-value functions was demonstrated by
 three examples in which the agent navigated a series of goals.
 Based on the results of this paper, it is concluded that the Reinforcement Learning agent learns the
 control policy that results in a 92% − 96% success rate after 10000 episodes. This control policy is not
 necessarily optimal, but it results in good performance by the agent. Restricting actions to discrete values
 and a coarse discretization of the state space continues to be a promising candidate for handling the inherently
 continuous state and action space of the morphing airfoil problem. An effect of this is that the goal must
 be of a comparatively coarse range. To refine the range of the goal, the state space must be discretized to a
 finer degree, a more complex discretization method must be explored, or a continuous learning method must
 be explored. All three possible solutions require more computational time to a degree.
 Commanded changes in camber and angle-of-attack dominate the effort of the agent to achieve the lift
 coefficient goals of this problem. This result suggests that thickness and max camber location do not need
 to be included as morphing parameters in the reinforcement learning to achieve good performance from the
 morphing airfoil. Instead these two parameters can be set to some value and the agent can focus on learning
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Figure 6. Airfoil Morphing Parameter Results
 the control policy for fewer morphing parameters, thus reducing the complexity of the problem.
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