


	
		×
		

	






    
        
            
                
                    
                        
                    
                

                
                    
                        
                    
                

                
                    
                        
                            
							
                        

                    

                

                
                    	
                            Log in
                        
	
                            Upload File
                        


                

            


            
                
                    	
                            Most Popular
                        
	
                            Art & Photos
                        
	
                            Automotive
                        
	
                            Business
                        
	
                            Career
                        
	
                            Design
                        
	
                            Education
                        
	
                            Hi-Tech
                        


                    + Browse for More
                

            

        

    



    
        
            
                
                

                
                	Home
	Documents

	ECognition Reference Book



                




    
        
            
                
                    
                        

                        
                        
                    

                    
                        
						1

195
                        
                    

                    
                        
                        100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                        
                    

					
                

            

            
                
                    
                    
                    
                

                
                    

                    

                    
                        
                         Match case
                         Limit results 1 per page
                        

                        
                        

                    

                

            

            
									
    
        
        

        

        

        
        
            Definiens Developer 7 Reference Book Definiens AG www.definiens.com 
        

        
    






				            

        

    









                
                    ECognition Reference Book


                    
                                                Download PDF
                        
                        Report
                    

                    
                        	
								Upload

									yoniarhufanramadhani
								

							
	
                                View

                                    455
                                

                            
	
                                Download

                                    52
                                

                            


                    

                    
                    
                        
                        
                            
                                    
Facebook

                        

                        
                        
                            
                                    
Twitter

                        

                        
                        
                            
                                    
E-Mail

                        

                        
                        
                            
                                    
LinkedIn

                        

                        
                        
                            
                            
Pinterest

                        

                    


                    
                

                

                                            
                            Tags:

                            	definiens developer
	definiens cellenger
	definiens ecognition
	definiens ag trappentreustr
	reference book definiens
	related definiens software
	legal notes definiens
	segmentation algorithms


                        

                    
                    Embed Size (px)
                        344 x 292
429 x 357
514 x 422
599 x 487


                    

                    

                                        DESCRIPTION

                    Software remote sensing

                    
                                        Citation preview

                    	
Definiens

Developer 7

Reference Book

Definiens AG

www.definiens.com


	
Definiens Developer 7 - Reference Book

2

Imprint and Version

Document Version 7.0.0.843

Copyright 2007 Definiens AG. All rights reserved.

This document may be copied and printed only in accordance with
the terms of the Frame License Agreement for End Users of the
related Definiens software.

Published by

Definiens AG Trappentreustr. 1 D-80339 Mnchen Germany

Phone +49-89-231180-0 Fax +49-89-231180-90

E-mail [email protected] Web http://www.definiens.com

Dear User,

Thank you for using Definiens software. We appreciate being of
service to you with image intelligence solutions.

At Definiens we constantly strive to improve our products. We
therefore appreciate all comments and suggestions for improvements
concerning our software, training, and documentation.

Feel free to contact us via web form on the Definiens support
website http://www.definiens.com/support/index.htm.

Thank you.

Legal Notes

Definiens, Definiens Cellenger and Definiens Cognition Network
Technology are registered trademarks of Definiens AG in Germany and
other countries. Cognition Network Technology, Definiens
eCognition, Enterprise Image Intelligence, and Understanding
Images, are trademarks of Definiens AG in Germany and other
countries.

All other product names, company names, and brand names
mentioned in this document may be trademark properties of their
respective holders.

Protected by patents US 7146380, US 7117131, US 6832002, US
6738513, US 6229920, US 6091852, EP 0863485, WO 00/54176, WO
00/60497, WO 00/63788 WO 01/45033, WO 01/71577, WO 01/75574, and WO
02/05198. Further patents pending.


	
Definiens Developer 7 - Reference Book

3

Table of Contents

Developer 7
____________________________________________________________ 1
Imprint and Version
__________________________________________________ 2 Dear User,
__________________________________________________________ 2 Legal
Notes_________________________________________________________
2

Table of Contents
_______________________________________________________ 3 1
Introduction
_______________________________________________________ 6 2 About
Rendering a Displayed Image___________________________________
7

2.1 About Image Layer Equalization
__________________________________ 7 2.2 About Image Equalization
_______________________________________ 8

3 Algorithms Reference
______________________________________________ 11 3.1 Process
Related Operation Algorithms ___________________________ 13

3.1.1 Execute Child Processes 13 3.1.2 Set Rule Set Options
13

3.2 Segmentation Algorithms
______________________________________ 15 3.2.1 Chessboard
Segmentation 15 3.2.2 Quad Tree Based Segmentation 16 3.2.3
Contrast Split Segmentation 18 3.2.4 Multiresolution Segmentation
21 3.2.5 Spectral Difference Segmentation 24 3.2.6 Contrast Filter
Segmentation 25

3.3 Basic Classification Algorithms
__________________________________ 28 3.3.1 Assign Class 28 3.3.2
Classification 28 3.3.3 Hierarchical Classification 29 3.3.4 Remove
Classification 29

3.4 Advanced Classification Algorithms
______________________________ 29 3.4.1 Find Domain Extrema 30
3.4.2 Find Local Extrema 31 3.4.3 Find Enclosed by Class 33 3.4.4
Find Enclosed by Image Object 33 3.4.5 Connector 34 3.4.6 Optimal
Box 35

3.5 Variables Operation Algorithms
_________________________________ 37 3.5.1 Update Variable 37 3.5.2
Compute Statistical Value 39 3.5.3 Apply Parameter Set 40 3.5.4
Update Parameter Set 40

3.6 Reshaping Algorithms
_________________________________________ 40 3.6.1 Remove Objects
40 3.6.2 Merge Region 40 3.6.3 Grow Region 41 3.6.4 Multiresolution
Segmentation Region Grow 42 3.6.5 Image Object Fusion 43 3.6.6
Convert to Subobjects 46 3.6.7 Border Optimization 46 3.6.8
Morphology 47 3.6.9 Watershed Transformation 49

3.7 Level Operation Algorithms
____________________________________ 49 3.7.1 Copy Image Object
Level 49 3.7.2 Delete Image Object Level 50 3.7.3 Rename Image
Object Level 50

3.8 Training Operation Algorithms
__________________________________ 50 3.8.1 Show User Warning
50


	
Definiens Developer 7 - Reference Book

4

3.8.2 Create/Modify Project 50 3.8.3 Update Action from
Parameter Set 51 3.8.4 Update Parameter Set from Action 52 3.8.5
Manual Classification 52 3.8.6 Configure Object Table 52 3.8.7
Display Image Object Level 52 3.8.8 Select Input Mode 53 3.8.9
Activate Draw Polygons 53 3.8.10 Select Thematic Objects 53 3.8.11
End Thematic Edit Mode 54

3.9 Vectorization
Algorithms_______________________________________ 54 3.10 Sample
Operation Algorithms___________________________________ 54

3.10.1 Classified Image Objects to Samples 54 3.10.2 Cleanup
Redundant Samples 55 3.10.3 Nearest Neighbor Configuration 55
3.10.4 Delete All Samples 55 3.10.5 Delete Samples of Class 55
3.10.6 Disconnect All Samples 55 3.10.7 Sample Selection 56

3.11 Image Layer Operation
Algorithms_______________________________ 56 3.11.1 Create
Temporary Image Layer 56 3.11.2 Delete Image Layer 56 3.11.3
Convolution Filter 57 3.11.4 Layer Normalization 58 3.11.5 Median
Filter 60 3.11.6 Pixel Frequency Filter 60 3.11.7 Edge Extraction
Lee Sigma 61 3.11.8 Edge Extraction Canny 62 3.11.9 Surface
Calculation 63 3.11.10 Layer Arithmetics 64 3.11.11 Line Extraction
65 3.11.12 Apply Pixel Filters with Image Layer Operation
Algorithms 66

3.12 Thematic Layer Operation Algorithms
____________________________ 66 3.12.1 Synchronize Image Object
Hierarchy 67 3.12.2 Read Thematic Attributes 67 3.12.3 Write
Thematic Attributes 67

3.13 Export Algorithms
____________________________________________ 67 3.13.1 Export
Classification View 68 3.13.2 Export Current View 68 3.13.3 Export
Thematic Raster Files 70 3.13.4 Export Domain Statistics 70 3.13.5
Export Project Statistics 71 3.13.6 Export Object Statistics 72
3.13.7 Export Object Statistics for Report 72 3.13.8 Export Vector
Layers 73 3.13.9 Export Image Object View 74

3.14 Workspace Automation Algorithms
______________________________ 74 3.14.1 Create Scene Copy 74
3.14.2 Create Scene Subset 75 3.14.3 Create Scene Tiles 78 3.14.4
Submit Scenes for Analysis 78 3.14.5 Delete Scenes 80 3.14.6 Read
Subscene Statistics 80

3.15 Customized Algorithms
________________________________________ 81 4 Features Reference
________________________________________________ 83

4.1 About Features as a Source of
Information_________________________ 83 4.2 Basic Features Concepts
_______________________________________ 83

4.2.1 Image Layer Related Features 84


	
Definiens Developer 7 - Reference Book

5

4.2.2 Image Object Related Features 87 4.2.3 Class-Related
Features 91 4.2.4 Shape-Related Features 91 4.2.5 About Coordinate
Systems 93 4.2.6 Distance-Related Features 94

4.3 Object Features
______________________________________________ 95 4.3.1 Customized
96 4.3.2 Layer Values 96 4.3.3 Shape 115 4.3.4 Texture 146 4.3.5
Variables 160 4.3.6 Hierarchy 161 4.3.7 Thematic Attributes 163

4.4 Class-Related
Features________________________________________ 163 4.4.1
Customized 163 4.4.2 Relations to Neighbor Objects 164 4.4.3
Relations to Subobjects 168 4.4.4 Relations to Superobjects 170
4.4.5 Relations to Classification 171

4.5 Scene Features
______________________________________________ 173 4.5.1 Variables
173 4.5.2 Class-Related 173 4.5.3 Scene-Related 175

4.6 Process-Related
Features______________________________________ 178 4.6.1 Customized
178

4.7 Customized ________________________________________________
181 4.7.1 Largest possible pixel value 181 4.7.2 Smallest possible
pixel value 181

4.8 Metadata __________________________________________________
181 4.9 Feature Variables
____________________________________________ 182 4.10 Use
Customized Features _____________________________________ 182

4.10.1 Create Customized Features 182 4.10.2 Arithmetic
Customized Features 183 4.10.3 Relational Customized Features
185

4.11 Use Variables as
Features______________________________________ 188 4.12 About
Metadata as a Source of Information _______________________ 188
4.13 Table of Feature Symbols _____________________________________
189

4.13.1 Basic Mathematical Notations 189 4.13.2 Images and Scenes
190 4.13.3 Image Objects Hierarchy 190 4.13.4 Image Object as a Set
of Pixels 190 4.13.5 Bounding Box of an Image Object 191 4.13.6
Layer Intensity on Pixel Sets 191 4.13.7 Class Related Sets 191

5 Index
___________________________________________________________ 192


	
Definiens Developer 7 - Reference Book

6

1 Introduction

1 Introduction This Reference Book lists detailed information
about algorithms and features, and provides general reference
information. For individual image analysis and rule set development
you may wish to keep a printout ready at hand.

Algorithms Reference on page 11

Features Reference on page 83
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2 About Rendering a DisplayedImage

2 About Rendering a Displayed Image

The eCognition image renderer creates the displayed image in two
steps.

1. The first step reads out the displayed area from the selected
image layers according to the screen size and zoom settings. Then
image layer equalization is applied. The result is an 8-bit raw
gray value image for each image layer. These gray value images are
mixed into one raw RGB image by a layer mixer according to the
current layer mixing settings.

2. Finally the image equalizing is applied to create the output
RGB image that is displayed on the screen.

Figure 1: The rendering process of an image displayed in the
project view.

2.1 About Image Layer Equalization Image layer equalization is
part of the rendering process of the image display within the
project view.

Image layer equalization maps the input data of an image layer
which may have different intensity ranges to the unified intensity
range [0...255] of an 8-bit gray value image. For 8-bit data no
image layer equalization is necessary. All other data types have to
be converted into an 8-bit representation at this step of the
rendering process.

This function is implemented as a mapping of the input range to
the display range of [0...255]. Image layer equalization can be
either linear or manual.

About Linear Image Layer Equalization

By default, the input data is mapped to the gray value range by
a linear function.

Data Type Input Range Mapping Function 8-bit [0...255] cs= ck
(no transformation)

16-bit unsigned; 32-bit unsigned

[0...max2(ck)] cs= 255 * ck / max2(ck)

16-bit signed; 32-bit signed

[min2(ck)...max2(ck)] cs=
255*(ck-min2(ck))/(max2(ck)-min2(ck))

32-bit float [min10(ck)...max10(ck)] cs=
255*(ck-min10(ck))/(max10(ck)-min10(ck))

ck : intensity value in image layer k

About Image Layer Equalization on page 7

About Image Equalization on page 8
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cs : intensity value on the screen

min2(ck) = max { x : x = -2n; x


	
Definiens Developer 7 - Reference Book

9

2 About Rendering a DisplayedImage

None

No (None) equalization allows you to see the image data as it
is, which can be helpful at the beginning of rule set development,
when looking for an approach.

The output from the image layer mixing is displayed without
further modification.

Input Range Mapping Function [0...255] [0...255]

Linear Equalization

Linear equalization with 1.00% is the default for new scenes.
Commonly it displays images with a higher contrast as without image
equalization.

Linear equalization maps each color Red, Green, and Blue (RGB)
from an input range [cmin...cmax] to the available screen intensity
range [0...255] by a linear mapping. The input range can be
modified by the percentage parameter p. The input range is computed
such that p percent of the pixels are not part of the input range.
In case p=0 this means the range of used color values is stretched
to the range [0....255]. For p>0 the mapping ignores p/2 percent
of the darkest pixels and p/2 percent of the brightest pixels. In
many cases a small value of p lead to better results because the
available color range can be better used for the relevant data by
ignoring the outliers.

cmin = max { c : #{ (x,y) : ck(x,y) < cmin} / (sx*sy) >=
p/2 }

cmax = min { c : #{ (x,y) : ck(x,y) > cmax} / (sx*sy) >=
p/2 }

Input Range Mapping Function [cmin...cmax] cs=
255*(ck-cmin)/(cmax-cmin))

For images with no color distribution (i.e. all pixels having
the same intensity) the result of Linear equalization will be a
black image independent of the image layer intensities.

Standard Deviation Equalization

With its default parameter of 3.0, Standard deviation renders a
similar display as Linear equalization. Use a parameter around 1.0
for an exclusion of dark and bright outliers.

Standard deviation equalization maps the input range to the
available screen intensity range [0...255] by a linear mapping. The
input range [cmin...cmax] can be modified by the width p. The input
range is computed such that the center of the input range
represents the mean value of the pixel intensities mean(ck). The
left and right borders of the input range are computed by taking
the n times the standard deviation k to the left and the right. You
can modify e the parameter n.

cmin = mean(ck) - n * k cmax = mean(ck) + n * k

Input Range Mapping Function [cmin...cmax] cs=
255*(ck-cmin)/(cmax-cmin))

Gamma Correction Equalization

Gamma correction equalization is used to improve the contrast of
dark or bright areas by spreading the corresponding gray
values.

Gamma correction equalization maps the input range to the
available screen intensity range [0...255] by a polynomial mapping.
The input range [cmin...cmax] cannot be be modified and is defined
by the smallest and the largest existing pixel values.

About Image Layer Equalization on page 7
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2 About Rendering a DisplayedImage

cmin = c'kmin

cmax = c'kmax

Input Range Mapping Function [cmin...cmax] cs=
255*(((ck-cmin)/(cmax-cmin))^n)

You can be modify the exponent of the mapping function by
editing the equalization parameter e. Values of n less than 1
emphasize darker regions of the image, values larger than one
emphasize darker areas of the image. A value from n=1 represents
the linear case.

Histogram Equalization

Histogram equalization is well suited for LANDSAT images but can
lead to substantial over-stretching on many normal images. It can
be helpful in cases you want to display dark areas with more
contrast.

Histogram equalization maps the input range to the available
screen intensity range [0...255] by a nonlinear function. Simply
said, the mapping is defined by the property that each color value
of the output image represents the same number of pixels. The
respective algorithm is more complex and can be found in standard
image processing literature.

Manual Image Layer Equalization

Manual image layer equalization allows you to control
equalization in detail. For each image layer individually, you can
set the equalization method specifying the mapping function.
Further you can define the input range by setting minimum and
maximum values.

Manual Image Layer Equalization section in User Guide
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3 Algorithms Reference Contents in This Chapter Process Related
Operation Algorithms 13

Segmentation Algorithms 15

Basic Classification Algorithms 28

Advanced Classification Algorithms 29

Variables Operation Algorithms 37

Reshaping Algorithms 40

Level Operation Algorithms 49

Training Operation Algorithms 50

Vectorization Algorithms 54

Sample Operation Algorithms 54

Image Layer Operation Algorithms 56

Thematic Layer Operation Algorithms 66

Export Algorithms 67

Workspace Automation Algorithms 74

Customized Algorithms 81

A single process executes an algorithm on an image object
domain. It is the elementary unit of a rule set providing a
solution to a specific image analysis problem. Processes are the
main working tools for developing rule sets. A rule set is a
sequence of processes which are executed in the defined order.

The image object domain is a set of image objects. Every process
loops through this set of image objects one by one and applies the
algorithm to each single image object. This image object is
referred to as the current image object.

Create a Process

A single process can be created using the Edit Process dialog
box in which you can define:

Use Processes section ot the User Guide
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the method of the process from an algorithm list, for example
multiresolution segmentation or classification,

the image object domain on which an algorithm should be
performed, detailed parameter settings of the algorithm.

Figure 2: Edit Process dialog box with highlighted group
boxes.

Specify Algorithm Parameters

Depending on the chosen algorithm, you have to specify different
parameters.

1. Define the individual settings of the algorithm in the
Algorithms Parameters _ group box. If available, click a plus sign
(+) button to expand the table to access additional parameters.

2. To edit Values of Algorithm Parameters, select the parameter
name or its value by clicking. Depending on the type of value,
change the value by one of the following:

Edit many values directly within the value field. Click the
ellipsis button located inside the value field. A dialog box
opens

allowing you to configure the value.

Click the drop-down arrow button placed inside the value field.
Select from a drop-down list to configure the value.

Figure 3: Select an Algorithm Parameter for editing values.

(expand)

(ellipsis button)

(drop-down arrow button)
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3.1 Process Related Operation Algorithms

The Process Related Operation algorithms are used to control
other processes.

3.1.1 Execute Child Processes

Execute all child processes of the process.

Use the execute child processes algorithm in conjunction with
the no image object domain to structure to your process tree. A
process with this settings serves an container for a sequence of
functional related processes.

Use the execute child processes algorithm in conjunction with
other image object domains (for example, the image object level
domain) to loop over a set of image objects. All contained child
processes will be applied to the image objects in the image object
domain. In this case the child processes usually use one of the
following as image object domain: current image object, neighbor
object, super object, sub objects.

3.1.2 Set Rule Set Options Select settings that control the
rules of behavior of the rule set.

This algorithm enables you to control certain settings for the
rule set or for only part of the rule set. For example, you may
want to apply particular settings to analyze large objects and
change them to analyze small objects. In addition, because the
settings are part of the rule set and not on the client, they are
preserved when the rule set is run on a server.

execute child processes
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Apply to Child Processes Only

Value Description Yes Setting changes apply to child processes
of this algorithm only.

No Settings apply globally, persisting after completion of
execution..

Distance Calculation

Value Description

Smallest enclosing rectangle

Uses the smallest enclosing rectangle of an image object for
distance calculations.

Center of gravity

Uses the center of gravity of an image object for distance
calculations.

Default Reset to the default when the rule set is saved.

Keep Current Keep the current setting when the rule set is
saved,

Current Resampling Method

Value Description

Center of Pixel Resampling occurs from the center of the
pixel.

Upper left corner of pixel

Resampling occurs from the upper left corner of the pixel.

Default Reset to the default when the rule set is saved.

Keep Current Keep the current setting when the rule set is
saved.

Evaluate Conditions on Undefined Features as 0

Value Description Yes Ignore undefined features.

No Evaluate undefined features as 0.

Default Reset to the default when the rule set is saved.

Keep Current Keep the current setting when the rule set is
saved.

Polygons Base Polygon Threshold

Set the degree of abstraction for the base polygons.

Default: 1.25

Polygons Shape Polygon Threshold

Set the degree of abstraction for the shape polygons. Shape
polygons are independent of the topological structure and consist
of at least three points. The threshold for shape polygons can be
changed any time without the need to recalculate the base
vectorization.

Default: 1
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Polygons Remove Slivers

Enable Remove slivers to avoid intersection of edges of adjacent
polygons and self-intersections of polygons.

Sliver removal becomes necessary with higher threshold values
for base polygon generation. Note that the processing time to
remove slivers is high, especially for low thresholds where it is
not needed anyway.

Value Description

No Allow intersection of polygon edges and
self-intersections.

Yes Avoid intersection of edges of adjacent polygons and
self-intersections of polygons.

Default Reset to the default when the rule set is saved.

Keep Current Keep the current setting when the rule set is
saved.

3.2 Segmentation Algorithms Segmentation algorithms are used to
subdivide the entire image represented by the pixel level domain or
specific image objects from other domains into smaller image
objects.

Definiens provides several different approaches to this well
known problem ranging from very simple algorithms like chessboard
and quadtree based segmentation to highly sophisticated methods
like multiresolution segmentation or the contrast filter
segmentation.

Segmentation algorithms are required whenever you want to create
new image objects levels based on the image layer information. But
they are also a very valuable tool to refine existing image objects
by subdividing them into smaller pieces for a more detailed
analysis.

3.2.1 Chessboard Segmentation I

Split the pixel domain or an image object domain into square
image objects.

A square grid aligned to the image left and top borders of fixed
size is applied to all objects in the domain and each object is cut
along these grid lines.

chessboard segmentation
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Example

Figure 4: Result of chessboard segmentation with object size
20.

Object Size

The Object size defines the size of the square grid in
pixels.

Note

Variables will be rounded to the nearest integer.

Level Name

Enter the name for the new image object level.

Precondition: This parameter is only available, if the domain
pixel level is selected in the process dialog.

Thematic Layers

Specify the thematic layers that are to be considered in
addition for segmentation.

Each thematic layer that is used for segmentation will lead to
additional splitting of image objects while enabling consistent
access to its thematic information. You can segment an image using
more than one thematic layer. The results are image objects
representing proper intersections between the thematic layers.

Precondition: Thematic layers must be available.

If you want to produce image objects based exclusively on
thematic layer information, you can select a chessboard size larger
than you image size.

3.2.2 Quad Tree Based Segmentation

Split the pixel domain or an image object domain into a quad
tree grid formed by square objects.

A quad tree grid consists of squares with sides each having a
power of 2 and aligned to the image left and top borders is applied
to all objects in the domain and each object is

quad tree based segmentation
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cut along this grid lines. The quad tree structure is build in a
way that each square has first maximum possible size and second
fulfills the homogeneity criteria as defined by the mode and scale
parameter.

Example

Figure 5: Result of quad tree based segmentation with mode color
and scale 40.

Mode

Value Description

Color The maximal color difference within each square image
object is less than the Scale value.

Super Object Form Each square image object must completely fit
into the superobject. Precondition: This mode only works with an
additional upper image level.

Scale

Defines the maximum color difference within each selected image
layer inside square image objects.

Precondition: Only used in conjunction with the Color mode.

Level Name

Enter the name for the new image object level.

Precondition: This parameter is only available, if the domain
pixel level is selected in the process dialog.

Thematic Layers

Specify the thematic layers that are to be considered in
addition for segmentation.

Each thematic layer that is used for segmentation will lead to
additional splitting of image objects while enabling consistent
access to its thematic information. You can segment an image using
more than one thematic layer. The results are image objects
representing proper intersections between the thematic layers.
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Precondition: Thematic layers must be available.

3.2.3 Contrast Split Segmentation Use the contrast split
segmentation algorithm to segment an image or an image object into
dark and bright regions.

The contrast split algorithm segments an image (or image object)
based on a threshold that maximizes the contrast between the
resulting bright objects (consisting of pixels with pixel values
above threshold) and dark objects (consisting of pixels with pixel
values below the threshold).

The algorithm evaluates the optimal threshold separately for
each image object in the image object domain. If the pixel level is
selected in the image object domain, the algorithm first executes a
chessboard segmentation, and then performs the split on each
square.

The algorithm achieves the optimization by considering different
pixel values as potential thresholds. The test thresholds range
from the minimum threshold to the maximum threshold, with
intermediate values chosen according to the step size and stepping
type parameter. If a test threshold satisfies the minimum dark area
and minimum bright area criterion, the contrast between bright and
dark objects is evaluated. The test threshold causing the largest
contrast is chosen as best threshold and used for splitting.

Chessboard Tile Size

Available only if pixel level is selected in the Image Object
Domain. Enter the chessboard tile size.

Default: 1000

Level Name

Select or enter the level that will contain the results of the
segmentation. Available only if the pixel level is in the image
object domain.

Minimum Threshold

Enter the minimum gray value that will be considered for
splitting. The algorithm will calculate the threshold for gray
values from the Scan Start value to the Scan Stop value.

Default: 0

Maximum Threshold

Enter the maximum gray value that will be considered for
splitting. The algorithm will calculate the threshold for gray
values from the Scan Start value to the Scan Stop value.

Default: 255

Step Size

Enter the step size by which the threshold will increase from
the Minimum threshold to the Maximum threshold. The value will
either be added to the threshold or multiplied by the threshold,
according to the selection in the Stepping type field.

contrast split segmentation

Chessboard Segmentation on page 15
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The algorithm recalculates a new best threshold each time the
threshold is changed by application of the values in the Step size
and Stepping type fields, until the Maximum threshold is
reached.

Higher values entered for Step size will tend to execute more
quickly; smaller values will tend to achieve a split with a larger
contrast between bright and dark objects.

Stepping Type

Use the drop-down list to select one of the following:

add: Calculate each step by adding the value in the Scan Step
field.

multiply: Calculate each step by multiplying by the value in the
Scan Step field.

Image Layer

Select the image layer where the contrast is to be
maximized.

Class for Bright Objects

Create a class for image objects brighter than the threshold or
select one from the drop-down list. Image objects will not be
classified if the value in the Execute splitting field is No.

Class for Dark Objects

Create a class for image objects darker than the threshold or
select one from the drop-down list. Image objects will not be
classified if the value in the Execute splitting field is No.

Contrast Mode

Select the method the algorithm uses to calculate contrast
between bright and dark objects. The algorithm calculates possible
borders for image objects and the border values are used in two of
the following methods.

a = the mean of bright border pixels.

b = the mean of dark border pixels.

Value Description edge ratio a b/a + b

edge difference

a b

object difference

The difference between the mean of all bright pixels and the
mean of all dark pixels.

Execute Splitting

Select Yes to split objects with best detected threshold. Select
No to simply compute the threshold without splitting.

Best Threshold

Enter a variable to store the computed pixel value threshold
that maximizes the contrast.
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Best Contrast

Enter a variable to store the computed contrast between bright
and dark objects when splitting with the best threshold. The
computed value will be different for each Contrast mode.

Minimum Relative Area Dark

Enter the minimum relative dark area.

Segmentation into dark and bright objects only occurs if the
relative dark area will be higher than the value entered.

Only thresholds that lead to a relative dark area larger than
value entered are considered as best threshold.

Setting this value to a number greater than 0 may increase speed
of execution.

Minimum Relative Area Bright

Enter the minimum relative bright area.

Only thresholds that lead to a relative bright area larger than
value entered are considered as best threshold.

Setting this value to a number greater than 0 may increase speed
of execution.

Minimum Contrast

Enter the minimum contrast value threshold. Segmentation into
dark and bright objects only occurs if a contrast higher than the
value entered can be achieved.

Minimum Object Size

Enter the minimum object size in pixels that can result from
segmentation.

Only larger objects will be segmented. Smaller objects will be
merged with neighbors randomly.

The default value of 1 effectively inactivates this option.
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3.2.4 Multiresolution Segmentation

Apply an optimization procedure which locally minimizes the
average heterogeneity of image objects for a given resolution. It
can be applied on the pixel level or an image object level
domain.

Example

Figure 6: Result of multiresolution segmentation with scale 10,
shape 0.1 and compactness 0.5.

Level Name

The Level name defines the name for the new image object
level.

Precondition: This parameter is only available, if a new image
object level will be created by the algorithm. To create new image
object levels use either the image object domain pixel level in the
process dialog or set the level mode parameter to create above or
create below.

Level Usage

Use the drop down arrow to select one of the available modes.
The algorithm is applied according to the mode based on the image
object level that is specified by the image object domain.

Value Description

Use current Applies Multiresolution Segmentation to the existing
image object level. Objects can be merged and split depending on
the algorithm settings.

Use current (merge only) Applies Multiresolution Segmentation to
the existing image object level. Objects can only be merged.
Usually this mode is used together with stepwise increases of the
scale parameter.

Create above Creates a copy of the image object level as super
objects.

Create below Creates a copy of the image object level as sub
objects.

Precondition: This parameter is not visible if pixel level is
selected as image object domain in the Edit Process dialog box.

multiresolution segmentation
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Image Layer Weights

Image layers can be weighted differently to consider image
layers depending on their importance or suitability for the
segmentation result.

The higher the weight which is assigned to an image layer, the
more of its information will be used during the segmentation
process , if it utilizes the pixel information. Consequently, image
layers that do not contain the information intended for
representation by the image objects should be given little or no
weight.

Example: When segmenting a geographical LANDSAT scene using
multiresolution segmentation, the segmentation weight for the
spatially coarser thermal layer should be set to 0 in order to
avoid deterioration of the segmentation result by the blurred
transient between image objects of this layer.

Thematic Layers

Specify the thematic layers that are to be considered in
addition for segmentation.

Each thematic layer that is used for segmentation will lead to
additional splitting of image objects while enabling consistent
access to its thematic information. You can segment an image using
more than one thematic layer. The results are image objects
representing proper intersections between the thematic layers.

Precondition: Thematic layers must be available.

Scale Parameter

The Scale parameter is an abstract term which determines the
maximum allowed heterogeneity for the resulting image objects. For
heterogeneous data the resulting objects for a given scale
parameter will be smaller than in more homogeneous data. By
modifying the value in the Scale parameter value you can vary the
size of image objects.

Tip

Produce Image Objects that Suit the Purpose (1)

Always produce image objects of the biggest possible scale which
still distinguishes different image regions (as large as possible
and as fine as necessary). There is a tolerance concerning the
scale of the image objects representing an area of a consistent
classification due to the equalization achieved by the
classification. The separation of different regions is more
important than the scale of image objects.


	
Definiens Developer 7 - Reference Book

23

3 Algorithms Reference

Composition of Homogeneity Criterion

The object homogeneity to which the scale parameter refers is
defined in the Composition of homogeneity criterion field. In this
circumstance, homogeneity is used as a synonym for minimized
heterogeneity. Internally three criteria are computed: Color,
smoothness, and compactness. These three criteria for heterogeneity
maybe applied multifariously. For most cases the color criterion is
the most important for creating meaningful objects. However, a
certain degree of shape homogeneity often improves the quality of
object extraction. This is due to the fact that the compactness of
spatial objects is associated with the concept of image shape.
Thus, the shape criteria are especially helpful in avoiding highly
fractured image object results in strongly textured data (for
example, radar data).

Figure 7: Multiresolution concept flow diagram.

Color and Shape

By modify the shape criterion, you indirectly define the color
criteria. In effect, by decreasing the value assigned to the Shape
field, you define to which percentage the spectral values of the
image layers will contribute to the entire homogeneity criterion.
This is weighted against the percentage of the shape homogeneity,
which is defined in the Shape field. Changing the weight for the
Shape criterion to 1 will result in objects more optimized for
spatial homogeneity. However, the shape criterion cannot have a
value more than 0.9, due to the obvious fact that without the
spectral information of the image, the resulting objects would not
be related to the spectral information at all.

Use the slider bar to adjust the amount of Color and Shape to be
used for the segmentation.

Note

The color criterion is indirectly defined by the Shape
value.

The Shape value can not exceed 0.9.
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Tip

Produce Image Objects that Suit the Purpose (2)

Use as much color criterion as possible while keeping the shape
criterion as high as necessary to produce image objects of the best
border smoothness and compactness. The reason for this is that a
high degree of shape criterion works at the cost of spectral
homogeneity. However, the spectral information is, at the end, the
primary information contained in image data. Using too much shape
criterion can therefore reduce the quality of segmentation
results.

In addition to spectral information the object homogeneity is
optimized with regard to the object shape. The shape criterion is
composed of two parameters:

Smoothness

The smoothness criterion is used to optimize image objects with
regard to smoothness of borders. To give an example, the smoothness
criterion should be used when working on very heterogeneous data to
inhibit the objects from having frayed borders, while maintaining
the ability to produce non-compact objects.

Compactness

The compactness criterion is used to optimize image objects with
regard to compactness. This criterion should be used when different
image objects which are rather compact, but are separated from
non-compact objects only by a relatively weak spectral
contrast.

Use the slider bar to adjust the amount of Compactness and
Smoothness to be used for the segmentation.

Note

It is important to notice that the two shape criteria are not
antagonistic. This means that an object optimized for compactness
might very well have smooth borders. Which criterion to favor
depends on the actual task.

3.2.5 Spectral Difference Segmentation

Merge neighboring objects according to their mean layer
intensity values. Neighboring image objects are merged if the
difference between their layer mean intensities is below the value
given by the maximum spectral difference.

This algorithm is designed to refine existing segmentation
results, by merging spectrally similar image objects produced by
previous segmentations.

Note

This algorithm cannot be used to create new image object levels
based on the pixel level domain.

Level Name

The Level name defines the name for the new image object
level.

spectral difference segmentation
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Precondition: This parameter is only available, if a new image
object level will be created by the algorithm. To create new image
object levels use either the image object domain pixel level in the
process dialog or set the level mode parameter to create above or
create below.

Maximum Spectral Difference

Define the amount of spectral difference between the new
segmentation for the generated image objects. If the difference is
below this value, neighboring objects are merged.

Image Layer Weights

Image layers can be weighted differently to consider image
layers depending on their importance or suitability for the
segmentation result.

The higher the weight which is assigned to an image layer, the
more of its information will be used during the segmentation
process , if it utilizes the pixel information. Consequently, image
layers that do not contain the information intended for
representation by the image objects should be given little or no
weight.

Example: When segmenting a geographical LANDSAT scene using
multiresolution segmentation, the segmentation weight for the
spatially coarser thermal layer should be set to 0 in order to
avoid deterioration of the segmentation result by the blurred
transient between image objects of this layer.

Thematic Layers

Specify the thematic layers that are to be considered in
addition for segmentation.

Each thematic layer that is used for segmentation will lead to
additional splitting of image objects while enabling consistent
access to its thematic information. You can segment an image using
more than one thematic layer. The results are image objects
representing proper intersections between the thematic layers.

Precondition: Thematic layers must be available.

3.2.6 Contrast Filter Segmentation

Use pixel filters to detect potential objects by contrast and
gradient and create suitable object primitives. An integrated
reshaping operation modifies the shape of image objects to help
form coherent and compact image objects.

The resulting pixel classification is stored in an internal
thematic layer. Each pixel is classified as one of the following
classes: no object, object in first layer, object in second layer,
object in both layers, ignored by threshold.

Finally a chessboard segmentation is used to convert this
thematic layer into an image object level.

Use this algorithm as first step of your analysis to improve
overall image analysis performance substantially.

Chessboard Segmentation

The settings configure the final chessboard segmentation of the
internal thematic layer.

contrast filter segmentation
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See chessboard segmentation reference.

Input Parameters

These parameters are identical for the first and the second
layer.

Layer

Choose the image layer to analyze form the drop-down menu. Use
to disable one of the two filters. If you select , then the
following parameters will be inactive.

Scale 1-4

You can define several scales to be analyzed at the same time.
If at least one scale is tested positive, the pixel will be
classified as image object.

By default, no scale is used what is indicated by a scale value
of 0. To define a scale, edit the scale value.

The scale value n defines a frame with a side length of 2d' with
d := {all pixels with distance to the current pixel |n|*2+1 but
> (|n|-2)*2+1} with the current pixel in its center. The mean
value of the pixels inside this frame is compared with the mean
value of the pixels inside a cube with a side length of 2d' with d'
:= {all pixels with distance to the current pixel (|n|-2)*2+1 but
not the pixel itself}. In case of |n|3 it is just the pixel
value.

Figure 8: Scale testing of the contrast filter segmentation.

Select a positive scale value to find objects that are brighter
than their surroundings on the given scale. Select a negative scale
value to find objects that are darker than their surroundings on
the given scale.

Gradient

Use additional minimum gradient criterion for objects. Using
gradients can increase the computing time the algorithm. Set this
parameter to 0 to disable the gradient criterion.

Lower Threshold

Pixels with layer intensity below this threshold will be
assigned to the ignored by threshold class.

Upper Threshold

Pixels with layer intensity above this threshold will be
assigned to the ignored by threshold class.

Chessboard Segmentation on page 15
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ShapeCriteria Settings

If you expect coherent and compact image objects, the shape
criteria parameter provides an integrated reshaping operation which
modifies the shape of image objects by cutting protruding parts and
filling indentations and hollows.

ShapeCriteria Value

Protruding parts of image objects are declassified if a direct
line crossing the hollow is smaller or equal than the ShapeCriteria
value.

Indentations and hollows of image objects are classified as the
image object if a direct line crossing the hollow is smaller or
equal than the ShapeCriteria value.

If you do not want any reshaping, set the ShapeCriteria value to
0.

Working on Class

Select a class of image objects for reshaping.

Classification Parameters

The pixel classification can be transferred to the image object
level using the class parameters.

Classification Parameters

Enable Class Assignment

Select Yes or No in order to use or disable the Classification
parameters. If you select No, then the following parameters will be
inactive.

No Objects

Pixels failing to meet the defined filter criteria will be
assigned the selected class.

Ignored by Threshold

Pixels with layer intensity below or above the Threshold value
will be assigned the selected class.

Object in First Layer

Pixels than match the filter criteria in First layer, but not
the Second layer will be assigned the selected class.

Objects in Both Layers

Pixels than match the filter criteria value in both Layers will
be assigned the selected class.

Objects in Second Layer

Pixels than match the Scale value in Second layer, but not the
First layer will be assigned the selected class.
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3.3 Basic Classification Algorithms Classification algorithms
analyze image objects according defined criteria and assign them
each to a class that best meets the defined criteria.

3.3.1 Assign Class

Assign all objects of the image object domain to the class
specified by the Use class parameter. The membership value for the
assigned class is set to 1 for all objects independent of the class
description. The second and third best classification results are
set to 0 .

Use class

Select the class for the assignment from the drop-down list box.
You can also create a new class for the assignment within the
drop-down list.

3.3.2 Classification

Evaluates the membership value of an image object to a list of
selected classes. The classification result of the image object is
updated according to the class evaluation result. The three best
classes are stored in the image object classification result.
Classes without a class description are assumed to have a
membership value of 1.

Active classes

Choose the list of active classes for the classification.

Erase old classification, if there is no new classification

Value Description Yes If the membership value of the image
object is below the acceptance threshold

(see classification settings) for all classes, the current
classification of the image object is deleted.

No If the membership value of the image object is below the
acceptance threshold (see classification settings) for all classes,
the current classification of the image object is kept.

Use Class Description

Value Description Yes Class descriptions are evaluated for all
classes. The image object is assigned to the

class with the highest membership value.

No Class descriptions are ignored. This option delivers valuable
results only if Active classes contains exactly one class.

If you do not use the class description, it is recommended to
use the algorithm assign class algorithm instead.

assign class

classification

Assign Class on page 28
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3.3.3 Hierarchical Classification

Evaluate the membership value of an image object to a list of
selected classes.

The classification result of the image object is updated
according to the class evaluation result. The three best classes
are stored as the image object classification result. Classes
without a class description are assumed to have a membership value
of 0. Class related features are considered only if explicitly
enabled by the according parameter.

Note

This algorithm is optimized for applying complex class
hierarchies to entire image object levels. This reflects the
classification algorithm of eCognition Professional 4. When working
with domain specific classification in processes the algorithms
assign class and classification are recommended.

Active classes

Choose the list of active classes for the classification.

Use Class-Related Features

Enable to evaluate all class-related features in the class
descriptions of the selected classes. If this is disabled these
features will be ignored.

3.3.4 Remove Classification

Delete specific classification results from image objects.

Classes

Select classes that should be deleted from image objects.

Process

Enable to delete computed classification results created via
processes and other classification procedures from the image
object.

Manual

Enable to delete manual classification results from the image
object.

3.4 Advanced Classification Algorithms

Advanced classification algorithms classify image objects that
fulfill special criteria like being enclosed by another image
object or being the smallest or the largest object in a hole set of
object.

hierarchical classification

remove classification
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3.4.1 Find Domain Extrema

Classify image objects fulfilling a local extrema condition
within the image object domain according to an image object
feature. This means that either the image object with smallest or
the largest feature value within the domain will be classified
according to the classification settings.

Example

Figure 9: Result of find domain extrema using Extrema Type
Maximum and Feature Area.

Extrema Type

Choose Minimum for classifying image objects with the smallest
feature values and Maximum for classifying image objects with
largest feature values.

Feature

Choose the feature to use for finding the extreme values.

Accept Equal Extrema

Enable the algorithm to Accept equal extrema. This parameter
defines the behavior of the algorithm if more than one image object
is fulfilling the extreme condition. If enabled all image objects
will be classified. If not none of the image objects will be
classified.

Compatibility Mode

Select Yes from the Value field to enable compatibility with
older software versions (version 3.5 and 4.0). This parameter will
be removed with future versions.

Classification Settings

Specifies the classification that will be applied to all image
objects fulfilling the extreme condition.

See classification algorithm for details.

find domain extrema

Classification on page 28
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Note

At least one class needs to be selected in the active class list
for this algorithm

3.4.2 Find Local Extrema

Classify image objects fulfilling a local extrema condition
according to an image object feature within a search domain in
their neighborhood. Image objects with either the smallest or the
largest feature value within a specific neighborhood will be
classified according to the classification settings.

Example

Parameter Value Image Object Domain all objects on level
classified as center

Feature Area

Extrema Type Maximum

Search Range 80 pixels

Class Filter for Search center, N1, N2, biggest

Connected A) true B) false

Search Settings

With the Search Settings you can specify a search domain for the
neighborhood around the image object.

Class Filter

Choose the classes to be searched. Image objects will be part of
the search domain if they are classified with one of the classes
selected in the class filter.

Note

Always add the class selected for the classification to the
search class filter. Otherwise cascades of incorrect extrema due to
the reclassification during the execution of the algorithm may
appear.

find local extrema


	
Definiens Developer 7 - Reference Book

32

3 Algorithms Reference

Search Range

Define the search range in pixels. All image objects with a
distance below the given search range will be part of the search
domain. Use the drop down arrows to select zero or positive
numbers.

Connected

Enable to ensure that all image objects in the search domain are
connected with the analyzed image object via other objects in the
search range.

Compatibility Mode

Select Yes from the Value field to enable compatibility with
older software versions (version 3.5 and 4.0). This parameter will
be removed with future versions.

Conditions

Define the extrema conditions.

Extrema Type

Choose Minimum for classifying image objects with the smallest
feature values and Maximum for classifying image objects with
largest feature values.

Feature

Choose the feature to use for finding the extreme values.

Extrema Condition

This parameter defines the behaviour of the algorithm if more
than one image object is fulfilling the extrema condition.

Value Description Do not accept equal extrema None of the image
objects will be classified.

Accept equal extrema All of the image objects will be
classified.

Accept first equal extrema The first of the image objects will
be classified.

Classification Settings

Specifies the classification that will be applied to all image
objects fulfilling the extremal condition.

See classification algorithm for details.

Note

At least one class needs to be selected in the active class list
for this algorithm.

Classification on page 28
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3.4.3 Find Enclosed by Class

Find and classify image objects that are completely enclosed by
image objects belonging to certain classes.

If an image object is located at the border of the image, it
will not be found and classified by find enclosed by class. The
shared part of the outline with the image border will not be
recognized as enclosing border.

Example

Left: Input of find enclosed by class:image object domain: image
object level, class filter: N0, N1. Enclosing class: N2 Right:
Result of find enclosed by class: Enclosed objects get classified
with the class enclosed. You can notice that the objects at the
upper image border are not classified as enclosed.

Enclosing Classes

Choose the classes that might be enclosing the image
objects.

Compatibility Mode

Select Yes from the Value field to enable compatibility with
older software versions (version 3.5 and 4.0). This parameter will
be removed with future versions.

Classification Settings

Choose the classes that should be used to classify encloses
image objects.

See classification algorithm for details.

3.4.4 Find Enclosed by Image Object

Find and classify image objects that are completely enclosed by
image objects from the image object domain.

Enclosed image objects located at the image border will be found
and classified by find enclosed by image object. The shared part of
the outline with the image border will be recognized as enclosing
border.

find enclosed by class

Classification on page 28

find enclosed by image object
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Example

Left: Input of find enclosed by image object:image object
domain: image object level, class filter: N2. Right: Result of find
enclosed by image object:enclosed objects are classified with the
class enclosed. Note that the objects at the upper image border are
classified as enclosed.

Classification Settings

Choose the class that will be used to classify enclosed image
objects.

See classification algorithm for details.

3.4.5 Connector

Classify the image objects which connect the current image
object with the shortest path to another image object that meets
the conditions described by the connection settings.

The process starts from the current image object to search along
objects that meet the conditions as specified by Connect via and
Super object mode via until it reaches image objects that meet the
conditions specified by Connect to and Super object mode to. The
maximum search range can be specified in Search range in pixels.
When the algorithm has found the nearest image object that can be
connected to it classifies all image objects of the connection with
the selected class.

Connector Via

Choose the classes you wish to be connected.

Super Object Mode Via

Limit the shorted path use for Super object mode via using one
of the following:

Classification on page 28

connector
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Value Description

Don't Care Use any image object.

Different Super Object Use only images with a different
superobject than the Seed object.

Same Super Object Use only image objects with the same
superobject as the Seed object

Connect To

Choose the classes you wish to be connected.

Super Object Mode To

Limit the shorted path use for Super Object Mode To using one of
the following:

Value Description

Don't Care Use any image object.

Different Super Object Use only images with a different
superobject than the Seed object.

Same Super Object Use only image objects with the same
superobject as the Seed object

Search Range

Enter the Search Range in pixels that you wish to search.

Classification Settings

Choose the class that should be used to classify the connecting
objects.

See classification algorithm for details.

3.4.6 Optimal Box Generate member functions for classes by
looking for the best separating features based upon sample
training.

Sample Class

For target samples

Class that provides samples for target class (class to be
trained). Select a class or create a new class.

For rest samples

Class that provides samples for the rest of the domain.

Select a class or create a new class.

Classification on page 28

optimal box
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Insert Membership Function

For target samples into

Class that receives membership functions after optimization for
target. If set to unclassified, the target sample class is
used.

Select a class or create a new class.

For rest samples into

Class that receives inverted similarity membership functions
after optimization for target. If set to unclassified, the rest
sample class is used.

Select a class or create a new class.

Clear all membership functions

When inserting new membership functions into the active class,
choose whether to clear all existing membership functions or clear
only those from input feature space.

Value Description

No, only clear if associated with input feature space

Clear membership functions only from the input feature space
when inserting new membership functions into the active class.

Yes, always clear all membership functions

Clear all membership functions when inserting new membership
functions into the active class.

Border membership value

Border y-axis value if no rest sample exists in that feature
direction.

Default: 0.66666

Feature Optimization

Input Feature Set

Input set of descriptors from which a subset will be chosen.

Click the ellipsis button to open the Select Multiple Features
dialog box and select features by double-clicking in the Available
pane to move features to the Selected pane. The Ensure selected
features are in Standard Nearest Neighbor feature space checkbox is
selected by default.

Minimum number of features

Minimum number of features descriptors to employ in class.

Default: 1

Maximum number of features

Maximum number of features descriptors to employ in class.

(ellipsis button)
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Optimization Settings

Weighted distance exponent

0: All distances weighted equally.

X: Decrease weighting with increasing distance.

Enter a number greater than 0 to decrease weighting with
increasing distance.

Default: 2

Optimization Settings

False positives variable

Variable to be set to the number of false positives after
execution.

Enter a variable or select one that has already been created. If
you enter a new variable, the Create Variable dialog will open.

False negatives variable

Variable to be set to the number of false positives after
execution.

Enter a variable or select one that has already been created. If
you enter a new variable, the Create Variable dialog will open.

Show info in message console

Show information on feature evaluations in message console.

3.5 Variables Operation Algorithms Variable operation algorithms
are used to modify the values of variables. They provide different
methods to perform computations based on existing variables and
image object features and store the result within a variable.

3.5.1 Update Variable

Perform an arithmetic operation on a process variable.

Variable Type

Select Object, Scene, Feature, Class, or Level.

Variable

Select an existing variable or enter a new name to add a new
one. If you have not already created a variable, the Create
variable type Variable dialog box will open.

User Guide chapters: Use Variables in Rule Sets and Create a
Variable

Update Variable Algorithm
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Feature/Class/Level

Select the variable assignment, according to the variable type
selected in the Variable Type field. This field does not display
for Object and Scene variables.

To select a variable assignment, click in the field and do one
of the following depending on the variable type:

For feature variables, use the ellipsis button to open the
Select Single Feature dialog box and select a feature or create a
new feature variable.

For class variables, use the drop-down arrow to select from
existing classes or create a new class.

For level variables, use the drop-arrow to select from existing
levels. For object variables, use the drop-arrow to select from
existing levels.

Operation

This field displays only for Object and Scene variables.

Select one of the following arithmetic operations:

Value Description

= Assign a value.

+= Increment by value.

= Decrement by value.

*= Multiply by value.

/= Divide by value.

Assignment

This field displays only for Scene and Object variables.

You can assign either by value or by feature. This setting
enables or disables the remaining parameters.

Value

This field displays only for Scene and Object variables.

If you have selected to assign by value, you may enter either a
value or a variable. To enter text use quotes. The numeric value of
the field or the selected variable will be used for the update
operation.

Feature

This field displays only for Scene and Object variables.

If you have chosen to assign by feature you can select a single
feature. The feature value of the current image object will be used
for the update operation.

Comparison Unit

This field displays only for Scene and Object variables.

If you have chosen to assign by feature, and the selected
feature has units, then you may select the unit used by the
process. If the feature has coordinates, select

(ellipsis button)

Select Single Feature

(drop-down arrow button)
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Coordinates to provide the position of the object within the
original image or Pixels to provide the position of the object
within the currently used scene.

3.5.2 Compute Statistical Value

Perform a statistical operation on the feature distribution
within an image object domain and stores the result in a process
variable.

Variable

Select an existing variable or enter a new name to add a new
one. If you have not already created a variable, the Create
Variable dialog box will open.

Operation

Select one of the following statistical operations:

Value Description Number Count the objects of the currently
selected image object domain.

Sum Return the sum of the feature values from all objects of the
selected image object domain.

Maximum Return the maximum feature value from all objects of the
selected image object domain.

Minimum Return the minimum feature value from all objects of the
selected image object domain.

Mean Return the mean feature value of all objects from the
selected image object domain.

Standard Deviation Return the standard deviation of the feature
value from all objects of the selected image object domain.

Median Return the median feature value from all objects of the
selected image object domain.

Quantile Return the feature value, where a specified percentage
of objects from the selected image object domain have a smaller
feature value.

Parameter

If you have selected the quantile operation specify the
percentage threshold [0;100].

Feature

Select the feature that is used to perform the statistical
operation.

Precondition: This parameter is not used if you select number as
your operation.

Unit

If you have selected a feature related operation, and the
feature selected supports units, then you may select the unit for
the operation.

compute statistical value
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3.5.3 Apply Parameter Set

Writes the values stored inside a parameter set to into the
related variables. For each parameter in the parameter set the
algorithm scans for a variable with the same name. If this variable
exists, then the value of the variable is updated by the value
specified in the parameter set.

Precondition: You must first create at least one parameter
set.

Parameter Set Name

Select the name of a parameter set.

3.5.4 Update Parameter Set

Writes the values of variable into a parameter set. For each
parameter in the parameter set the algorithm scans for a variable
with the same name. If this variable exists, then the value of the
variable is written to the parameter set.

Precondition: You must first create at least one parameter
set.

Parameter Set Name

Select the name of a parameter set.

Tip

Create Parameters

Parameters are created with the Manage Parameter Sets dialog
box, which is available on the menu bar under Process or on the
tool bar.

3.6 Reshaping Algorithms Reshaping algorithms modify the shape
of existing image objects. They execute operations like merging
image objects, splitting them into their subobjects and also
sophisticated algorithm supporting a variety of complex object
shape transformations.

3.6.1 Remove Objects

Merge image objects in the image object domain. Each image
object is merged into the neighbor image object with the largest
common border.

This algorithm is especially helpful for clutter removal.

3.6.2 Merge Region

Merge all image objects chosen in the image object domain.

apply parameter set User Guide:

About Parameter Sets

update parameter set User Guide:

About Parameter Sets

remove objects

merge region
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Example

Figure 10: Result of merge region algorithm on all image objects
classified as parts.

Fusion Super Objects

Enable the fusion of affiliated super objects.

Use Thematic Layers

Enable to keep borders defined by thematic layers that where
active during the initial segmentation of this image object
level.

3.6.3 Grow Region

Enlarge image objects defined in the image object domain by
merging them with neighboring image objects ("candidates") that
match the criteria specified in the parameters.

The grow region algorithm works in sweeps. That means each
execution of the algorithm merges all direct neighboring image
objects according to the parameters. To grow image objects into a
larger space, you may use the Loop while something changes check
box or specify a specific number of cycles.

grow region

Repeat Process Execution in the User Guide
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Example

Figure 11: Result of looped grow region algorithm on image
objects of class seed and candidate class N1. Note that the two
seed objects in the image center grow to fill the entire space
originally covered by objects of class N1 while still being two
separate objects.

Candidate Classes

Choose the classes of image objects that can be candidates for
growing the image object.

Fusion Super Objects

Enable the fusion of affiliated super objects.

Candidate Condition

Choose an optional feature to define a condition that
neighboring image objects need to fulfill in addition to be merged
into the current image object.

Use Thematic Layers

Enable to keep borders defined by thematic layers that where
active during the initial segmentation of this image object
level.

3.6.4 Multiresolution Segmentation Region Grow

Grow image objects according to the multiresolution segmentation
criteria.

Precondition: The project must first be segmented by another
segmentation process.

For detailed description of all parameters see the algorithm
multiresolution segmentation.

multiresolution segmentation region grow

Multiresolution Segmentation on page 21


	
Definiens Developer 7 - Reference Book

43

3 Algorithms Reference

3.6.5 Image Object Fusion

Define a variety of growing and merging methods and specify in
detail the conditions for merger of the current image object with
neighboring objects.

Tip

If you do not need a fitting functions, we recommend that you
use the algorithms merge region and grow regions. They require
fewer parameters for configuration and provide higher
performance.

Image object fusion uses the term seed for the current image
object. All neighboring image objects of the current image object
are potential candidates for a fusion (merging). The image object
that would result by merging the seed with a candidate is called
the target image object.

A class filter enables users to restrict the potential
candidates by their classification. For each candidate, the fitting
function will be calculated. Depending on the fitting mode, one or
more candidates will be merged with the seed image object. If no
candidate meets all fitting criteria no merge will take.

Figure 12: Example for image object fusion with seed image
object S and neighboring objects A, B, C and D.

image object fusion
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Candidate Settings

Enable Candidate Classes

Select Yes to activate candidate classes. If the candidate
classes are disabled the algorithm will behave like a region
merging.

Candidate Classes

Choose the candidate classes you wish to consider.

If the candidate classes are distinct from the classes in the
image object domain (representing the seed classes), the algorithm
will behave like a region growing.

Fitting Function

The fusion settings specify the detailed behavior of the image
object fusion algorithm.

Fitting Mode

Choose the fitting mode.

Value Description

all fitting Merges all candidates that match the fitting
criteria with the seed.

first fitting Merges the first candidate that matches the
fitting criteria with the seed.

best fitting Merges the candidate that matches the fitting
criteria in the best way with the seed.

all best fitting Merges all candidates that match the fitting
criteria in the best way with the seed.

best fitting if mutual Merges the best candidate if it is
calculated as the best for both of the two image objects (seed and
candidate) of a combination.

mutual best fitting Executes a mutual best fitting search
starting from the seed. The two image objects fitting best for both
will be merged. Note: These image objects that are finally merged
may not be the seed and one of the original candidate but other
image objects with an even better fitting.

Fitting Function Threshold

Select the feature and the condition you want to optimize. The
closer a seed candidate pair matches the condition the better the
fitting.

Use Absolute Fitting Value

Enable to ignore the sign of the fitting values. All fitting
values are treated as positive numbers independent of their
sign.

Weighted Sum

Define the fitting function. The fitting function is computed as
the weighted sum of feature values. The feature selected in the
Fitting function threshold will be calculated
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for the seed, candidate, and the target image object. The total
fitting value will be computed by the formula

Fitting Value = (Target * Weight) + (Seed * Weight) + (Candidate
* Weight)

To disable the feature calculation for any of the three objects,
set the according weight to 0

Target Value Factor

Set the weight applied to the target in the fitting
function.

Seed Value Factor

Set the weight applied to the seed in the fitting function.

Candidate Value Factor

Set the weight applied to the candidate in the fitting
function.

Typical Settings (TVF, SVF, CVF)

Description

1,0,0 Optimize condition on the image object resulting from the
merge.

0,1,0 Optimize condition on the seed image object.

0,0,1 Optimize condition on the candidate image object.

2,-1,-1 Optimize the change of the feature by the merge.

Merge Settings

Fusion Super Objects

This parameter defines the behaviour if the seed and the
candidate objects that are selected for merging have different
super objects. If enabled the super objects will be merged with the
sub objects. If disabled the merge will be skipped.

Thematic Layers

Specify the thematic layers that are to be considered in
addition for segmentation.

Each thematic layer that is used for segmentation will lead to
additional splitting of image objects while enabling consistent
access to its thematic information. You can segment an image using
more than one thematic layer. The results are image objects
representing proper intersections between the thematic layers.

Precondition: Thematic layers must be available.

Compatibility Mode

Select Yes from the Value field to enable compatibility with
older software versions (version 3.5 and 4.0). This parameter will
be removed with future versions.

Classification Settings

Define a classification to be applied to the merged image
objects.
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See classification algorithm for details.

3.6.6 Convert to Subobjects

Split all image objects of the image object domain into their
subobjects.

Precondition: The image objects in the domain need to have
subobjects.

3.6.7 Border Optimization

Change the image object shape by either adding subobjects from
the outer border to the image object or removing subobjects from
the inner border from the image object.

Candidate Classes

Choose the classes you wish to consider for the subobjects.
Subobjects need to be classified with one of the selected classes
to be considered by the border optimization.

Destination

Choose the classes you wish to consider for the neighboring
objects of the current image object. To be considered by the
Dilatation, subobjects need to be part of an image object
classified with one of the selected classes. To be considered by
the Erosion subobjects need to be moveable to an image object
classified with one of the selected classes. This parameter has no
effect for the Extraction.

Operation

Value Description

Dilatation Removes all Candidate subobjects from its Destination
superobject inner border and merges them to the neighboring image
objects of the current image object.

Erosion Removes all Candidate objects from its Seed superobject
inner border and merges them to the neighboring image objects of
Destination domain.

Extraction Splits an image object by removing all subobjects of
the Candidate domain from the image objects of Seed domain.

Classification Settings

The resulting image objects can be classified.

See classification algorithm for details.

Classification on page 28

convert to subobjects

border optimization

Classification on page 28
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3.6.8 Morphology

Perform the pixel based binary morphology operations Opening or
Closing on all image objects of an image object domain.

This algorithm refers to image processing techniques based on
mathematical morphology.

Operation

Decide between the two basic operations Opening or Closing. For
a first approach, imagine that you may use opening for sanding
image objects and closing for coating image objects. Both will
result in a smoothed border of the image object:

Open Image Object removes pixels from an image object. Opening
is defined as the area of an image object that can completely
contain the mask. The area of an image object that cannot contain
the mask completely is separated.

Figure 13: Opening operation of the morphology algorithm.

Close Image Object adds surrounding pixels to an image object.
Closing is defined as the complementary area to the surrounding
area of an image object that can completely contain the mask. The
area near an image object that cannot contain completely the mask
is filled; thus comparable to coating. Smaller holes inside the
area are filled.

Figure 14: Closing operation of the morphology algorithm.

Mask

Define the shape and size of mask you want. The mask is the
structuring element, on which the mathematical morphology operation
is based.

In the Value field text, the chosen Mask pattern will be
represented on one line.

To define the binary mask, click the ellipsis button. The Edit
Mask dialog box opens.

morphology

(ellipsis button)
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Figure 15: Edit Mark dialog box.

To modify the binary mask you have the following options:

Change the Width of the mask by entering new positive number.
Create Square helps you to create a quadratic mask. Enter the
dimensions. Start

trying with values similar to the size of areas +1 you want to
treat by sanding or to fill by coating.

Create Circle helps you to create a circular mask. Enter the
side length. Start trying with values similar to the size of areas
+1 you want to treat by sanding or to fill by coating.

Alternatively, you can directly define a binary mask in the mask
text field using . for FALSE and # for TRUE.

Note

Square masks perform more rough operations and produce fewer
artifacts than circle masks do.

Compatibility Mode

Select Yes from the Value field to enable compatibility with
older software versions (version 3.5 and 4.0). This parameter will
be removed with future versions.

Classification Settings

When the operation Open Image Object is active a classification
will be applied to all image objects sanded from the current image
object. When using the Close Image Object operation, the current
image object will be classified if it gets modified by the
algorithm.

See classification algorithm for details.

Classification on page 28


	
Definiens Developer 7 - Reference Book

49

3 Algorithms Reference

3.6.9 Watershed Transformation

The watershed transformation algorithm calculates an inverted
distance map based on the inverted distances for each pixel to the
image object border. Afterwards, the minima are flooded by
increasing the level (inverted distance). Where the individual
catchment basins touch each other (watersheds), the image objects
are split.

Example of purpose: The Watershed Transformation algorithm is
used to separate image objects from others.

Precondition: Image objects that you wish to split should
already be identified and classified.

Length Factor

The Length factor is the maximal length of a plateau, which is
merged into a catchment basin. Use the toggle arrows in the Value
field to change to maximal length.

Note

The Length Factor must be greater or equal to zero.

Classification Settings

Define a classification to be applied if an image object is cut
by the algorithm.

See classification algorithm for details.

3.7 Level Operation Algorithms Level operation algorithms allow
you to add, remove or rename2 entire image object levels within the
image object hierarchy.

3.7.1 Copy Image Object Level

Insert a copy of the selected image objects domain above or
below the existing one.

Level Name

Enter the name for the new image object level.

Copy Level

Level copy maybe placed above or below the input level specified
by the domain.

watershed transformation

Classification on page 28

copy image object level
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3.7.2 Delete Image Object Level

Delete the image object level selected in the image object
domain.

3.7.3 Rename Image Object Level

Rename an image object level.

Level to Rename

Select the image object level to be renamed.

New Level Name

Select or edit an image object level to be changed, and select
or edit the new name for the level.

If the new name is already assigned to an existing level, that
level will be deleted.

This algorithm does not change names already existing in the
process tree.

3.8 Training Operation Algorithms Interactive operation
algorithms are used for user interaction with the user of actions
in Definiens Architect.

3.8.1 Show User Warning

Edit and display a user warning.

Message

Edit the text of the user warning.

3.8.2 Create/Modify Project

Create a new project or modify an existing one.

Image File

Browse for an image file containing the image layers.
Alternatively, you can edit the path.

Image Layer ID

Change the image layer ID within the file. Note, that the ID is
zero-based.

delete image object level

rename image object level

show user warning

create/modify project User Guide:

Create a New Project
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Image Layer Alias

Edit the image layer alias.

Thematic File

Browse for a thematic file containing the thematic layers.
Alternatively, you can edit the path.

Attribute Table File

Browse for an attribute file containing thematic layer
attributes. Alternatively, you can edit the path.

Attribute ID Column Name

Edit the name of the column of the attribute table containing
the thematic layer attributes of interest.

Thematic Layer Alias

Edit the thematic layer alias.

Show Subset Selection

Opens the Subset Selection dialog box when executed
interactively.

Enable Geocoding

Activate to select the bounding coordinates based on the
respective geographical coordinate system.

3.8.3 Update Action from Parameter Set

Synchronize the values of an action according to the values of a
parameter set.

Parameter Set Name

Select the name of a parameter set.

Action Name

Type the name of an action.

update action from parameter set
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3.8.4 Update Parameter Set from Action

Synchronize the values of a parameter set according to the
values of an action.

Action Name

Type the name of an action.

Parameter Set Name

Select the name of a parameter set.

3.8.5 Manual Classification

Enable the user of an action to classify image objects of the
selected class manually by clicking.

Class

Select a class that can be assigned manually.

3.8.6 Configure Object Table

Display a list of all image objects together with selected
feature values in the Image Object Table window .

Classes

Select classes to list all of its image objects.

Features

Select t
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